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1 INTRODUCTION

Research under this contract began as scheduled on October 1, 1981. During

the first eighteen months, no significant deviations occurred from the plan

contained in our proposal dated May 13, 1981. Current project milestones are

summarized in a list dated October 19, 1982, and attached to our Quarterly

R 4 D Status Report for the period October 1, 1982 through December 31, 1982.

All milestones on this list pertaining to the period covered by the present

report have been met on schedule. The following pages present some details

concerning work relating to each of these milestones. Further information is

provided in the attached appendices and in theses, dissertations, published

papers, and videotapes previously furnished to DARPA.

2. MECHANICAL SYSTEM RESEARCH

2.1 Breadboard Leg Tests

The breadboard leg system was extensively tested using a valve-controlled

hydraulic actuation system. A bypass control valve was used on the drive

actuator with conventional, four-way throttling valves on the leg lift and

abduction-adduction actuators. The drive actuator was a balanced area actuator,

while the other actuators were single-sided. All were linear actuators.

They were supplied by variable displacement pumps operating in a pressure

regulated mode. Figure 1 shows the breadboard leg mounted in its test stand.

The system was successfully operated using both analog and digital

controllers. The latter was used during data collection runs. The digital

stride cycle control program was successfully modified to minimize shock

associated with changes in leg direction and to optimize dynamic response.

The system was tested at equivalent ground speeds in excess of 3 mph. The leg

was also static loaded in excess of its design load of 2000 lb. Details of



Figure 1: Breadboard leg mounted on test stand.
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the test program and results may be found in the thesis "Modeling and Control

of the Hydraulic Drive System for a Walking Machine Leg" by John F. Gardner.

A series of energy consumption tests were also run on the leg. The leg

exhibited a specific resistance of 0.078. This figure includes actuator losses,

but not pump or drive-train losses. Allowing for these, and for the overhead

power needed to run the system electronics, a specific resistance comparable to

that of tracked vehicles appears readily attainable.

Static and dynamic deflection studies have also been performed on the leg

structure and compared to the results of finite element models. Structural

stiffness is adequate.

2.2 Hydraulic Circuit Design Studies

Extensive design studies were performed on an alternative power transmission

and actuation system concept using hydrostatic transmissions. Comparative cost,

weight, and performance studies were conducted for the hydrostatic system and

the best valve-controlled configuration. The hydrostatic system has lower cost,

lighter weight, and less power demand. Its dynamic response is not markedly

inferior, and it has the advantage of much greater simplicity and modularity

in both hardware and in control. Therefore, it was decided to proceed to

detailed design of a fully hydrostatic system. It is also planned to

reconfigure the actuation system of the breadboard leg as a hydrostatic system

for a further series of tests. Dynamic simulation and bench-test studies of

series-bypass valve-controlled drive circuits are continuing. It is intended

to augment them with dynamic simulation studies of the hydrostatic configuration.

2.3 Frame Tests

The vehicle frame was constructed. It weighs 315 lb. It was suspended

from soft springs to approximate a free-free condition and dynamic vibration

3



mode tests were performed using shaker excitation. The results showed

reasonable agreement with those of finite element models used in the design.

The frame is scheduled for static deflection tests during the next reporting

period. Figure 2 shows the completed frame.

2.4 Leg Design

The design of the legs to be used on the vehicle is well advanced.

Special actuators for the drive and leg lift have been designed. Paired

actuators mounted on either side of the leg box will be used in both cases

to prevent twisting moments on the roller assemblies. In order to save

space, the equal area actuators will be mounted in both cases with the rods

anchored to the leg box and the bodies of the cylinders coupled to the slides.

Fluid will be fed through passages in the piston rods. This arrangement

eliminates the need for flexible hydraulic connections and minimizes the active

fluid volume.

It was decided to use a hinged ankle rather than the spherical joint used

on the breadboard leg and to add a mechanism to maintain the foot in an

attitude parallel to the vehicle body at'all times. A roller chain mechanism

has been designed for this purpose.

The new leg structure is fairly similar to that of the breadboard leg.

The geometric proportions of the upper and lower links have have altered in

accordance with the improved geometry detailed in Figure 3. This results in

a larger, more symmetric working envelope. Figure 4 shows the revised leg

mounting position and overall dimensions.

2.5 Other Work

A model of the current vehicle configuration concept was completed and

is shown in Figure 5. It is one-tenth scale in size. The legs are movable

4
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Figure 3: Comparison of new leg geometry (solid lines) with former leg
geometry (dotted lines). The new working envelope is indicated
by lightweight solid lines and the old by dashed lines.
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in all three degrees of freedom with friction drag to hold position. Table

1 lists the design goals for this vehicle concept.

Simulation studies of extreme obstacle crossing maneuvers were completed

using the Evans and Sutherland PS 300 display system. Leg movements were

determined by the programmer using trial and error. Thus, this can be regarded

as a simulation of the precision footing mode. Crossings of a five foot,

vertical-walled ditch and of a five foot vertical step in both directions were

simulated. A frame from the display is shown in Figure 6.

3. ELECTRICAL SYSTEM RESEARCH

3.1 Breadboard Computer

Construction of a breadboard version of the ASV-84 control computer

has been completed. This computer consists of nine Intel 86/30 single-

board computer systems. Each board contains an 8086 processor, an 8087

co-processor, 16 channels of A to D conversion, and 8 channels of D to A

conversion. Six of the computers are assigned to leg control; i.e., one

for each leg. One computer is used for implementation of cockpit functions,

and another is used as a coordination computer. Finally the remaining

computer implements safety and diagnostics functions in addition to serving

as a co-processor for the coordination computer.

The current hardware design for the Battelle guidance system makes use

of four additional 86/30 boards, raising the total for the ASV-84 system to

thirteen. The coordination computer is connected to the guidance computers

by means of a parallel line unit and to all other computers by an Intel

multibus. All multibus communications are initiated by the coordination

computer, thereby eliminating the possibility of bus access conflicts.

9
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Table 1

Design Goals for 1984 Proof-of-Concept Vehicle (ASV-84)

1. Level walking cruise speed of 5 mph.

2. Range of 50 miles without refueling.

3. Payload of 500 lb.

4. Vehicle dry-weight around 4000 lb.

5. Capable of climbing 60 percent slope on suitable soil.

6. Length about 14 ft., nominal height to top of frame around
7 ft., 10 ft. to top of terrain scanner.

7. Cross 7 ft. ditch with vertical walls, climb 5 ft. vertical
step, traverse 4 ft. isolated vertical object.

8. Belly skids for parking and safety.

11



Portions of the breadboard computer have been used to control the

electric monopod developed in the first year of this project. Anticipated

cycle times were achieved, increasing our confidence in the suitability of

the 86/30 board for hydraulic leg control. Details of this experiment can

be found in the thesis of C.E. Barrientos, listed in Appendix 1.

The next stage of testing, presently scheduled for completion in

September, 1983, will demonstrate that the breadboard computer possesses

sufficient computing power to control the ASV-84 in real-time in the terrain

following mode. These experiments will utilize the PDP-11/70 computer to

simulate the vehicle, scanner, and terrain.

3.2 Binocular Vision System

The OSU Hexapod vehicle has been fitted with two CID television cameras

to permit laboratory experiments relating to the integration of optically-

sensed range information with ground reaction force and body attitude

measurements. The two cameras derive range data by triangulation on candidate

footholds designated by a human operator using a hand-held He-Ne laser. The

system software then accepts or rejects such footholds based on the kinematic

capabilities of the machine. Accepted footholds are used by succeeding legs

by means of a "follow-the-leader" gait. Details are provided in the attached

Appendix 3.

The primary significance of this experiment is that it demonstrates in a

physical experiment the feasibility of the methods we propose for "fusing" the

output of the Battelle guidance computer together with other sensory information

to smoothly guide the ASV-84 machine over rough terrain. A videotape documenting

this capability was provided to DARPA in December, 1982. A secondary importance

of the results obtained is that follow-the-leader gaits seem to be well suited

to climbing over large obstacles in a "precision footing" mode of control.

12



3.3 Safety and Diagnostics Software

A set of definitions and general characteristics of the ASV-84 safety

and diagnostics software has been developed. This information was presented

at a design review held in Naples, Florida on March 8-9, and subsequently

adopted as a guide for the development of more detailed software specifications

and vehicle operating procedures. This material is included in this report

as Appendix 2.

3.4 Terrain-Following Software Test

The compatibility of Battelle guidance software and OSU autopilot

software for the ASV-84 has been verified by a simulation test on the

PDP-11/70 computer. This test included climbing slopes and stepping over

ditches automatically. The response of the vehicle was presented in

real-time on a vector graphics unit. For more detailed understanding, any

selected frame of the vector graphics display can be converted to shaded

color graphics. Figure 7 shows one frame from the latter type of display.

Work in progress will permit the extension of this capability to the production

of motion pictures of shaded color graphics representations of vehicle motion.

fhe simulation tests revealed only minor incompatibilities between OSU

and Battelle software and these were all corrected. The next stage of testing,

presently scheduled for September, 1983, will include demonstration of hardware

compatibility between the OSU and Battelle components of the breadboard computer.

3.5 Proximity Sensors

An ultrasonic proximity sensing system suitable for laboratory use with

the OSU Ilexapod has been designed and tested. Results are fully satisfactory

so long as the incidence angle between the terrain and sensor is restricted

to less than abou 300 from vertical. When this angle is exceeded, insufficient

13
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energy is reflected back to the receiver, and distance information is lost.

It is felt that rough-terrain locomotion in the close maneuvering mode

can be accomplished in the laboratory using the present sensor design.

This will be accomplished by choosing leg trajectories such that incidence

angle constraints are satisfied. Additional sensing systems are now being

constructed and installed so that each leg of the OSU Hexapod will be able

to measure its elevation above the terrain. It is expected that locomotion

using this type of feedback will be demonstrated by September, 1983.

With respect to the ASV-84, we anticipate that a more advanced type of

proximity sensor will be needed. We intend to carry out an evaluation of

the Kodak multiple frequency "chirp" sensors in the next six months using

the breadboard leg as a test fixture. These tests will be conducted in a

soil bin using various types of terrain to more realistically simulate an

outdoor environment. We will also study the use of sensor arrays, both

ultrasonic and optical, as a means of solving the incidence angle problem.

4. SUNMARY AND CONCLUSIONS

The research supported by this contract is on schedule and within

budget. Breadboard leg tests have validated the pantograph leg geometry as

being appropriate to full-scale vehicle operation. While valve-controlled

operation produced adequate speed and precision of motion, issues of system

weight, energy consumption, and ease of control now favor a hydrostatic,

pump-controlled, hydraulic actuation system.

A baseline software system for the ASV-84 coordination computer has been

successfully interfaced and tested with Battelle guidance software. The

breadboard computer has been completed. Fusion of optically sensed range

information with other sensory data for vehicle control has been demonstrated

15



using the OSU Hexapod as a test bed. Providing subsystems from other contractors

are delivered on time, there is at present no reason to doubt that a successful

outdoor demonstration of terrain-following locomotion will be achieved as

planned during August, 1984.
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SAFETY AND DIAGNOSTICS SYSTEM DEFINITIONS

SAFETY: Failure detection during vehicle operation followed by

transition to a safe shut-down.

DIAGNOSTICS: Isolation of a failure to a replaceable module.

Safety functions apply only when hydraulic power is applied to

legs; i.e., safety software is real-time and on-line,

Diagnostic procedures are off-line and interactive, but automated

to the greatest extent possible. Generally applied only with

vehicle in a safe halt state.

23



SHUT-DOWN MANEUVERS

CONTROLLED STOP: Vehicle comes to a gradual halt under

computer control following detection of a non-catastrophic

failure; e.g., loss of prime mover power (halt accomplished

with energy stored in flywheel).

MOTION FREEZE: All actuators locked by closing servo

valves following suspected leg control failure. Might be

achieved by interr-upting primary power to all valve drivers.

HARD LANDING: Drops machine onto belly skids in minimum

time following malfunction of cockpit or guidance computer,

vertical reference failure, incipient instability, operator

panic, etc. Probably requires functioning coordination

computer and leg servos.

24

.... i~ mmmm umh -............



FAILURE CATEGORIES

SOFTWARE: Algorithms cannot be completely evaluated

prior to field testing. Unexpected loads, operator

error, new terrain conditions, etc., can lead to

unsafe motion planning or motion execution.

HARDWARE: Mechanical component failures can generally

be detected by cross-checking of transducers and by

out of range error signals. Not all computer

failures can be directly detected.

PRIMARY SYSTEMS: Safety computer can be directly

connected via A to D converters to primary system

transducers such as engine oil pressure, D.C. supply

voltage, hydraulic pressure, vertical gyro, etc.

25



GENERAL APPROACH TO FAILURE DETECTION

Safety function is distributed to minimize bus traffic.

Detected errors set status bits in global memory of

affected computer. No interrupts to higher level.

Each computer checks its own peripherals. (A peripheral

can be a transducer, a leg, or the entire body depending

on position of the computer in the control hierarchy.)

Data from peripherals stored in circulating buffers to

permit detection of inconsistencies and subsequent diagnosis.

Critical sensors could be duplicated; e.g., two vertical

gyros.

Cross-checks possible on related sensors; e.g., integrate

tachometers and compare to position transducers.

Safety computer is a co-processor to coordination computer;

accesses bus directly only if coordination computer failure

suspected.

26 I



DIAGNOSTIC SEQUENCE

1. Put vehicle in safe shutdown configuration.

2. If error detected at coordination level, perform computer

tests first. Then go to transducer and I/O check.

3. If error detected at leg level, do transducer and I/0 test.

4. If automatic routines fail, provide prompts to maintenance

personnel and graphical displays of stored operational

data.

27



DIAGNOSTIC PROCEDURES

Safety computer functions as a circulating

duplex computer checking each other computer

in turn via multibus or other connections.

Transducer function tested by cross-checking

of related sensors; e.g., position and force

are related.

Transducer failure cannot be automatically

distinguished from A to D or I/O failure.

Requires human intervention with auxiliary

test instruments and/or direct human sensing

(visual, tactile, etc.).
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An Experimental Study of a Binocular Vision System for

Rough Terrain Locomotion of a Hexapod Walking Robot
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Chapter 1

INTRODUCTION

1.1 Historical Background of Legged Vehicles

It has been observed for some time that biological systems have

better mobility and adaptability on rough terrain than conventional

wheeled vehicles. People became interested in walking machines for

their potential applications in circumstances which are not suitable for

wheeled vehicles and environments that are considered hostile to a human

being. Examples are remote planet exploration, fire fighting, material

nandling in nuclear power plants, and mining [1].

Recent advances in the fields of computer technology, automatic

control, and a better understanding of animal locomotion from a

theoretical point of view have made the realization of legged walking

robots possible. Several machines were constructed during the past two

decades. Some of tnese are mentioned below. Each of these machines has

its own characteristics and represents a distinct stage of the evolution

of walking vehicles.

The Space General Linkage Walker [2] was an eight-legged machine

developed in 1960. It was operated by pure mechanical linkage inter-

action without involving any electronic control circuitry. The drawback

of this vehicle was its limited adaptability, owing to the mechanical

linkage operation. However, it did demonstrate remarkable off-road

mobility.
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The General Electric Quadruped [3] was a huge machine weighing

about 3000 pounds. It was controlled by a huinan operator in a master-

slave fashion. The machine followed or mimicked the motion of the

operator's hands and feet with its front and rear legs respectively.

This was a very cumbersome task and demanded a lot of skill. It was

concluded that a more efficient way of controlling the machine was

necessary.

The Phony Pony [4] was the first walking machine to operate under

the control of a special purpose digital computer. The machine was

built to show that the joint coordination problem could be solved by a

computer.

Compared with the Phony Pony, the OSU Hexapod [5] is a much more

sophisticated machine in terms of mechanical structure, electronic hard-

ware, and software algorithms. It was constructed in 1977, and since

then a series of experiments have been conducted to study computer hard-

ware and software organization for automatic limb motion coordination.

Above all, a supervisory control structure [5] was successfully esta-

blished. This structure will be examined in the next section. Based on

experience with the Hexapod, anoher new vehicle called the OSU Adaptive

Suspension Vehicle (ASV) is now under construction and is scheduled to

oe completely assembled and tested by 1984.

1.2 The Hierarchical Control Structure of the G3U Hexapod

Although it is a highly desirable goal to automate the OSU Hexapod

to the greatest extent possible, every step toward the realization of a

fully autonomous machine must be made with consideration for current

technology and for available resources. It is believed that a

2



Follow-The-Leader (FTL) operation is an important milestone toward that

goal and is feasible at this time. In such an operation, an operator

will control the front feet by specifying footholds for them and the

other legs will follow their footprints as the vehicle moves forward,

thus only footholds which are assigned by the operator will be used.

The relationship between a FTL operation and a completely automatic

vehicle can be best illustrated by referring to the control structure in

Fig. 1.1.

This structure is called a supervisory control scheme because a

human operator is involved in providing high level commands. The

function of the control block between the operator and the vehicle is to

convert the commands from the former into the physical movements of the

latter. Depending on how the control block is implemented, the control

hierarchy is divided into four levels.

The lowest level is called the master-slave mode. In this .ode,

the control block virtually does not exist since the operator has to

manually maneuver the machine in all aspects. The operation of the GE

Quadruped is of this nature.

The next higher level is the joystick control mode. Here the oper-

ator gives such commands as steering anO speed through a joystick in a

similar way to driving an automobile, and a digital computer furnishes

all the low level signals needed to cause the Hexapod to generate the

desired behavior [5].

To carry it one step further, in the FTL mode, the operator even

does not have to take the wheel. He/she simply indicates a foothold and

lets the computer figure out the detailed subcommands to direct the

vehicle toward the destination.

3
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Finally, after sufficient intelligence is built into the machine so

that it is able to sense and analyze the environment, and to select a

proper route as it moves along, the role of the operator is no longer

needed and can be eliminated. As such, the machine becomes self-

contained and fully automatic.

The objective of this dissertation is to study and implement the

FTL operation. Toward this end, a binocular vision system based on two

solid-state TV caneras has been designed and constructed to sense the

terrain. In addition, the control of the stepping motions of the

Hexapod is conceptualized and a new method of coordinating stepping of

successive legs is presented in which only footholds which have been

tested by preceding legs in rough-terrain locomotion are used. Finally,

all the hardware and software are tested and integrated together to

ensure a reliable operational system.

1.3 Organization of the Dissertation

Chapter 2 is a review of related work, including the constituting

elements of a vision system, industrial robotics systems that utilize a

vision function to aid their operation, and existing mobile vehicles

which possess vision capability. Available schemes for range measure-

ments are also discussed. Previous research done on the Hexapod is also

covered.

In Chapter 3, the binocular vision system is presented. All

components needed to facilitate FTL operation are described. Design

and implementation of the hardware interface circuit is explained in

detail.

5



Chapter 4 describes calibration procedures for the constructed

vision system. This includes camera calibration and lens calibration as

well as the identification of the geometric relationship between cameras

and the Hexapod. Coordinate reconstruction based on triangulation is

also discussed.

Chapter 5 presents algorithms that direct the Hexapod to generate

FTL motion, with an emphasis on the activities occurring at the

locomotion-cycle level.

In Chapter b, modifications that are needed to enable the Hexapod

to walk over rough terrain using algorithms developed in Chapter 5 are

discussed.

The vision system is evaluated in Chapter 7. Experimental results

with the Hexapod walking on even/rough terrain are also shown.

Finally, in Chapter 8, research contributions of this work are

summarized and possible extensions are recommended.

Programs related to the vision system and walking algorithms are

listed in an appendix.
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CHAPTER 2

REVIEW OF PREVIOUS WORK

2.1 Introduction

In recent years, there has been a trend to develop advanced auto-

mation techniques to increase industrial productivity and to enhance the

well-being of workers by eliminating hard, dangerous and dull jobs

[6,7]. Along this direction, robotics has attracted a great deal of

attention and induces intensive research efforts [8]. To perform cer-

tain human-like tasks, a robot must be able to sense its internal states

and its envirornent. Use of different types of sensors, such as visual

sensors, force sensors, acoustic sensors, and temperature sensors have

been investigated [9]. Among these, the most important one may be the

visual sensor. An old saying goes that a picture is worth a thousand

words. While other sensors provide only specific pieces of information,

visual sensors have the potential of being used by a robot to construct

models of the scene, and to specify the positions, shape, etc. of the

objects in an appropriate geometric representation [10]. This is also

true for biological systems. Without vision, a human has to rely mainly

on contact sensing, which is inefficient due to its point-by-point,

trial-and-error nature, and is sometimes dangerous.

une of the central issues in realizing the FTL operation is for the

Hexapod to recognize and locate footholds specified by the operator.

7



This task could typically be well handled by an optical sensing system

[11,12,13], specifically, a computer vision system. For this reason,

and in recognition of the increasing importance of vision systems as

cited above, it was decided to employ a vision system in the hope that,

in addition to solving problems related to FTL operation, it would be-

come a beneficial tool for future developments on the Hexapod.

Vision systems are of various types and are usually tailored to

suit particular applications [14]. Thus, it is important to know the

constituting elements, the role they play, and possible alternatives of

a vision system. This subject is addressed in Section 2.2. To provide

a clearer picture of the state of the art, several existing systems

which utilize vision systems to aid robots in an industrial environment

are examined in Section 2.3. Since the Hexapod is a mobile vehicle, it

is of interest to understand how a vision system can improve the capa-

bilities of a machine of this class. Five examples are studied in

Section 2.4. Range measurement is a crucial part in implementing FTL

operation, therefore possible techniques to solve this problem are dis-

cussed in Section 2.5. At the end, previous work that has been done on

the Hexapod is briefly reviewed in Section 2.6.

2.? Elements of a Computer Vision System

A typical computer vision system includes an image sensor, an image

processor with its own storage memory, and a set of processing algor-

itns stored in a host computer. A display unit is optional, but is

highly desirable in a man-machine interacting environment where an oper-

ator monitors the on-going process at the display unit and responds

8



with commands whenever needed. Fig. 2.1 shows a block diagram of a

general vision system.

2.2.1 Image Sensors

An image sensor, also known as an image digitizer, converts a

natural scene into a numerical representation suitable for digital pro-

cessing. Four types of widely used imaging devices, image dissectors,

vidicon cameras, CCU (Charge-Coupled-Device) cameras and CI) (Charge-

Injection-Device) cameras are described below.

2.2.1.1 Image Dissectors

A simplified diagram of an image dissector is given in Fig. 2.2.

Physically a dissector comprises an evacuated glass envelope which con-

tains a photocathode, an anode with a small aperture, and a signal col-

lecting plate which is directly behind the aperture and collects elec-

trons which flow through the aperture. The operation of a dissector is

based on the principle of photoemission, whereby electrons are produced

when light falls on a photosensitive material. A light image of the

scene is projected onto the translucent photocathode by a lens system.

Since the entire scene covers the photocathode, the number of electrons

emitted at any time from an elemental area is proportional to the illu-

minance of that irea. These emitted electrons are accelerated toward

the anode by the anode voltage. In effect, the light image on the

photocathode has been transduced into a corresponding electron density

image which moves toward the anode under the influence of the acceler-

ating voltage and the focusing coils. With proper adjustment of the

current on the focusing coils, this electron density image is

9
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focused at the plane of the aperture. Obviously those electrons that

fall in the area of the aperture continue on to the signal plate and

constitute the output current. Since the location of the aperture is

fixed, it is necessary to properly control the deflection coils so that

the entire image is scanned across the aperture.

2.2.1.2 Vidicon Cameras

Vidicon cameras are popular imaging devices because they are

relatively inexpensive and widely available. A vidicon tube is operated

under the principle of photoconductivity, i.e., when light falls on a

piece of photosensitive material, its conductivity or resistance varies

in proportion to the light intensity. Fig. 2.3 shows a simplified

drawing of a vidicon tube. Here the target is coated with a transparent

conducting film which forms a video signal electrode. On top of this

film is deposited a thin photosensitive layer. This layer is so thin

thdt the transversal resistance is high enough to ensure sufficient in-

sulation between neighboring points. Hence, it can be considered as to

have a large number of tiny resistive globules whose resistance de-

creases on illumination. This layer is scanned in a raster fashion by

a low speed electron beam from the electron gun at the rear of the tube.

The beam deposits electrons on the layer, thus reducing its surface

potential. The two surfaces of the target form a capacitor, and the

scanning action of the bean produces a capacitive current at the elec-

trode which presents the video signal. The main drawbacks of vidicon

cameras are retention and dark current, which is the existing current

without illumination.

11
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2.2.1.3 Solid-State Camera

This type of camera offers a number of advantages over vidicon

cameras: light weight, small size, low power consumption, low dark

current, high sensitivity and lack of persistence. Two different kinds

of solid-state cameras are currently available: Charge-Coupled-Devices

(CCD) and Charge-Injection-Devices (CID).

For imaging purpose, CCDs can be considered as an array of closely

spaced MOS capacitors forming a shift register. Photons incident on the

semiconductor generate a series of charges on the CCD array. Charges

are transferred to the output by applying a series of clocking pulses to

a row of electrodes between the source and the drain.

CIDs resemble CCDs except that during sensing the charge is con-

fined to the image site where it was generated rather than being trans-

ferred across the row. The charges are read using an X-Y addressing

tecnnique similar to that used in computer memories, then injected into

the substrate, and the resulting displacenent current is detected as the

video signal. Hence, with a properly designed scanning circuitry, each

individual pixel of a CIU may be randomly accessed, which is not pos-

sible for a CCD.

2.2.2 linage Processors

Image data usually is of large volume. Consider a camera which has

a 256 by 256 resolution, 8-bit intensity level per image and is oper-

ating at 30 frames per second. The resulting data rate is almost 2M

bytes per second. Such a large amount of data would take the host coin-

puter a long tiine to process, and thus has been recognized as one of

13



the major bottlenecks for present visually-driven robot tasks [15]. The

The role of a hardwired image processor is to free the host computer

from the low level, pixel-to-pixel operations so that it can concentrate

on executing high-level image processing algorithms. Typical tasks per-

formed by an image processor are as follows.

Image buffering: With sufficient memory space, several frames of

image data can be stored by the image processor. This gives the host

computer more storage space. It also allows the host computer to

process an image from the current frame without losing information con-

tained in the upcoming frames. For example, the VICOM digital image

processor manufactured by the VICOM SYSTEM INC. is capable of storing

up to 16 consecutive frames [16].

Image reduction: One way to speed up the processing is to reduce

the volume of image data. This can be done by either reducing the

spatial resolution, say, from 256 x 25b into 32 x 32 as General Iotors

did in the automation of inspection of transistor ignition assemblies

[17], or by reducing the gray-scale image into a binary image [18].

Both techniques result in degradation of image quality; some feature

points may be missing in the former method and the latter produces an

unsatisfactory picture if the original image has a low-contrast back-

ground.

Image preprocessing: Another way to make visual processing faster

is to provide fast preprocessing hardware to handle time-consuming but

straightforward tasks. Examples are evaluation of image gradient and

connectivity analysis. Hitachi has developed a hardware mask matcher

that finds the best match between a small (12 x 12) subfield of the im-

age and a reference pattern in the assembly of transistor circuits [19j.
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Another interesting example is the Selspot System manufactured by the

Selcom Company [20]. Tnis system utilizes a two-dimensional PSD

(Position Sensitive photo-Detector) to sense the center of the light

image and generates output signals which are converted into precise

position information. Light sources suitable for the Selspot are light

emitting diodes, infrared light sources, or laser sources. It provides

X and Y outputs whose amplitudes are directly related to the coordinate

of the detected light source. In tne most recent version, these outputs

are digitized to give 12-bit position data.

The large quantities of image data that need to be processed make

parallel computation a highly desirable feature in computer vision sys-

tems. Several special architectures have been proposed, including

cellular logic image processors, binary image processors, the Preston-

Herron processor, the Delft image processor, parallel pattern pro-

cessors, massively parallel processors, local image processors, adaptive

array processors and multiprocessor systems [21,22]. Recently, chips

have been developed to execute special computer vision functions at a

high rate [23]. It is expected that, as the technologies of VLSI ad-

vance, developments will continue to improve chip performance, and other

computer vision algorithms will be successfully implemented.

2.2.3 Image Processing Algorithms

The ultimate goal of a vision system is to understand the content

of a scene and to extract useful information from it. For example, for

a robot to pick up a workpiece from a conveyor, it has to know whether

the workpiece is in the scene, if other objects also appear in the pic-

ture, ana has to distinguish the workpiece to be handled from others,
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etc. A lot of research and algorithm development has been done in the

area of image processing and pattern recognition [24]. In general,

scene analysis is done in a hierarchical fashion. First, the whole pic-

ture is decomposed into several subregions according to the particular

features (edge, hole, corner) that have been detected in each area.

Then relationships are established among different areas by some pro-

perties (shape, size, color, texture) and the associated regions are

labeled with attributes or descriptions. Finally, the recognition of an

object is achieved by comparing its attributes with models stored in a

library. The foregoing procedures were summarized by Rozenfeld [15]

into the four stages of computer vision processes: (1) restoration, (2)

segmentation, (3) description, and (4) model matching. A detailed sur-

vey of algorithms applicable to each stage is given in [24].

2.3 Vision Systems Applied to Robotics

Four existing systems are described below to exemplify the role of

vision systems as applied in industrial environments to enhance the

capability of a robot.

2.3.1 The General Motors CONSIGHT System

The CONSIGHT system is designed to transfer parts from a moving

conveyor belt to a predetermined location [25]. The conveyor carries

randomly positioned parts past a vision station which determines each

part's position and orientation on the moving belt. The vision system

employes a linear array camera (Reticon RL25bC 256 x 1) which images a

narrow strip accross the belt perpendicular to the belt's direction of

motion. A structured light source, a narrow and intense line of light,
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is projected across the belt surface (Fig. 2.4). When an object passes

into the beam, the light is intercepted before it reaches the belt sur-

face. From the camera's view, there is a dark area on the belt where

the part is positioned (Fig. 2.5). The camera data is accumulated, as

the part moves along the belt, so that a two-dimensional picture is

obtained by combining successive arrays of image. From this picture,

properties of the passing part such as area, center of area, X and Y

spans, number of holes, and various moment invariants are computed. The

part's position is described by the triple kX,Y,A), where the X and Y

values are selected as the center of area of the part silhouette and A

is the axis of the least moment of inertia of the part silhouette. The

robot is a Stanford arm made by Vicarm. The host computer is a PDP-

11/45 computer. Since the distance between the camera and the belt is

fixed and known, the image analysis involved is a two-dimensional

problem instead of a three-dimensional one.

2.3.2 The UNIVISION System

This system is composed of Unimation's PUMA 250/600 robots and

Machine Intelligence Corporation's VS-100 vision system, and is con-

trolled by the VAL language [26]. The organization of this system is

given in Fig. 2.6. The vision system initially thresholds a gray-level

image into a binary image and thereafter works with object silhouettes.

It characterizes blobs on the basis of such features as area, perimeter,

minimum and maximum radii, and number of holes. The vision system can

be "trained" to recognize objects by "showing" sample objects to it.

It allows direct connection to GE TN2500 and Reticon LC600C 256 x 1
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cameras. The locations of visible objects as determined by the vision

system are sent to the robot for manipulation.

2.3.3 The Westinghouse Visual Inspection and Industrial Robot Control
System

This system consists of a GE TN2200 (128 x 128) camera, a special-

purpose preprocessor which performs analog-to-digital image conversion

and data storage, a PDP-11/03 microcomputer and a Unimate 500 robot

[273. The structure of the entire system is shown in Fig. 2.7. Vision

processing software is developed to perform connectivity analysis, iden-

tifying discrete objects in the scene, calculation of the geometric

features of the largest object and the object's location and orien-

tation. The vision-robot system is capable of finding, in real time, a

workpiece in the field of view with random position and orientation, to

identify and inspect it, and to bring it to a specified location with

predetermi ned orientation.

2.3.4 The Robot-Vision System of the University of Rhode Island

This vision system consists of three GE TN200 cameras and their GE

PN2110A interfaces [28]. The pixel intensity data and timing signals

are routed through a DMA (Direct Memory Access) channel to computer

memory. A Grinnell GMR-2b raster graphics display generator, in addi-

tion to the ability to generate vectors, rectilinear graphics, alpha-

numerics and special characters, allows the simultaneous display of up

to 4 cmnera images. One camera is installed on the robot and is used as

the primary imaging device to pick up workpieces randomly placed in a

bin [29]. The second canera is located at a fixed location and is
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used to determine the position and orientation of the workpiece held by

the robot [3U]. The third camera is a spare one. While the three sys-

tens described earlier deal mainly with two-dimensional image, URI's

system focuses on solving three-dimensional problems. The position and

orientation of a workpiece is determined using a stereo vision tech-

nique. The workpiece is held by the robot and is presented to the

camera. After one picture is taken and analyzed, the arm moves to a

different location from where a second picture is acquired. Corres-

ponding feature points in both pictures are identified and triangulation

is performed to decide their coordinates. This information is then

compared with the model of the workpiece to determine its pose.

2.4 Vision Systems Applied to Mobile Vehicles

The robots employed in the systems mentioned so far all operate at

a fixed station which does not move, and in most industrial appli-

cations, the working environment of a robot is well structured in the

sense that care has been taken to avoid the situations in which a robot

runs into unexpected objects by accident. Therefore, the contents of a

scene viewed from the vision system may vary frequently, but the sur-

rounding as a whole does not chdnge significantly. However, this is not

true for a mobile vehicle. Allowing a machine to move adds another six

degrees of freedom to the entire system and certainly make things more

coplicated. It would be helpful to learn how a vision system is incor-

porated as part of a problem solver to deal with varying environments.

For this reason, five existing mobile vehicles with vision capability

will be examined below.
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2.4.1 Fhe Hopkins Beast

This machine was built in the early 1960 at the Johns Hopkins

University [31]. It resembles a small garbage can on wheels, and its

navigation system is based upon sonar measurements that attempt to keep

it centered as it moves between two parallel walls. Its eye, a combi-

nation of photocells, masks, lenses, and circuits, is designed for

detecting electric outlet coverplates since it is a battery-operated

system and has to recharge its batteries frequently. Thus as the Beast

sees it, the world consists of only two things: coverplates and every-

thing else. As it moves along a hallway, it would suddenly stop, move

over to an electric outlet on the wall, stick out its plug, feel for the

precise position of the outlet, and plug itself in. That is about all

that Beast can do. It is said that its only purpose in "life" is to

keep its batteries charged. However, it is a self-contained mobile

vehicle since there is no cable or radio link to any computer, power

supply or human-operated terminal.

2.4.2 The SRI SHAKEY Robot

This machine possessed a TV camera, tactile and distance sensors,

and was controlled by a radio link [31]. It was built in an attempt to

investigate research issues in the fields of machine perception and

problem solving. The first version of SHAKEY was completed in late

1969. Problems soon flourished after experiments had been carried out.

First, its activity was limited to the simplest tasks due to the inade-

quacy of the computer, which was a XDS-940 with 64,000 24-bit words of

slow core memory. Second, the multiple representations of the enviro-
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nment, including (1) a TV picture representation stored and processed in

data array, (2) a model of the floor of the room which was segmented

into grids and labeled as occupied, unoccupied, and unknown regions, and

(3) one that consisted of symbolic axioms of predicate calculus to be

used by problem-solving oriented subsystems, were awkward and made it

very difficult to update as the world changed. Third, the software

developed did not allow the utilization of sensors to check progress,

and motion execution was completely open loop, thus a slight error some-

where during execution would result in a crash of the whole system.

The second version was completed by the end of 1971. The computer

system was replaced by a more powerful PDP-10 with 200,000 36-bit words

of faster core memory. The representation was simplified to a single

set of axions of first orler predicate calculus. The software was

reorganized to assume a hierarchical structure containing four major

levels: Low-Level Action, Intermediate-Level Actions, the STRIPS

problem-solving system, and the MACROP executive program. After these

,modifications, SHAKEY was able to roll about in a laboratory environment

consisting .of several interconnected rooms populated with wooden blocks.

2.4.3 The Stanford CART Vehicle

The CART was an electrical vehicle remotely controlled over a CB

radio link by a POP-KLIO computer. The vision unit was a black and

white TV camera whose picture was broadcast over a UHF channel and digi-

tized by the computer. The goal of this system was to utilize a stereo

vision system to guide a robot to move through a cluttered environment,

avoid obstacles, navigate to desired locations, and build a description
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of its environment. With only one camera on the vehicle, stereo vision

was accomplished by taking two pictures with the camera moved on a hori-

zontal silder to one of nine different locations. The processing of the

stereo pairs was done as follows: First, a special operator found small

features with high information content in the first picture. Then, a

binary search correlator found the corresponding points in the other

picture. After these matched points were identified, the distances to

the corresponding points in three-dimensional space were computed using

the known camera oodel. This information was then transformed into a

coordinate system approximately aligned with the horizontal surface. A

ground surface finder was used to find the ground for portions of the

scene, and points which were sufficiently above the ground surface were

assumed to lie on objects. This project is currently being pursued by

Moravec at Carnegie-Mellon University, where a new vehicle, the CMU

Rover, is under construction [11].

2.4.4 The JPL Robot Vehicle

The central component of this system was a scanning Laser Range-

finder (LRF), which was part of a "vision" system that also included two

TV cameras and a minicomputer. The purpose of LRF was to provide a

means for geometrical, three-dimensional location of objects or surfaces

in the neighborhood of the robot vehicle for use as input information to

the autonomous control system. The instrument beam, a gallium aluminum

arsenide solid-state laser, was directed at specified points or scanned

over a specified area under computer control. The detector was a type

C31034 photo-multiplier having a gallium aluminum photo surface with
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special sensitivity to match the laser emission. The range data was

measured by using the time-of-flight method. The dual TV cameras were

used as a backup system to the LRF and could also provide redundant

information.

2.4.5 The RPI Mars Rover

This system employed laser triangulation to compute the distance of

an object point. The laser beam was focused onto a multiple-sided

rotating mirror which had two degrees of freedom of motion, and then

reflected toward a certain direction. Meanwhile, the returned ray from

a terrain point was detected by a multi-element linear array of photo-

sensors. Since the detectors, laser and mirror were all permanently

installed on a mast, their geometric relationships were known. The

rotating of the mirror was under computer control. Thus the position of

the mirror at every instant was available as well as the angle of the

emitted laser ray. The detectors provided the angle of the returned

bean. The distance of the corresponding terrain point was computed

using this information. Each distance was associated with an elevation

and an azimuth angle which indicated the position of the mirror. By

increnenting both angles gradually, an area was scanned and a range

matrix was constructed. These range data were further processed to

characterize the terrain.

2.5 Techniques for Distance Measurements

During the Follow-The-Leader (FTL) operation, the Hexapod needs to

locate a specified foothold and refer it to the current body coordinate

system. In essence, Hexapod must be able to measure the distance vector
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between that foothold and the center of its body. Two types of schemes

exist for this purpose; one based on the trigonometry of triangulation

and the other based on the time-of-flight of light (or sound). They are

discussed below.

2.5.1 Triangulation Methods

In general, three elements are involved in the triangulation

method. One is the object point 0 whose distance is to be measured, and

the other two can be both receivers (Fig. 2.8.a) or one transmitter and

one receiver (Fig. 2.8.b). Three vectors, denoted as A, B, and C, are

defined between the and form a triangle; thus the terminology "triangu-

lation" was originated. Vectors A and B represent optical paths and C

is the displacement vector between receivers/transmitter. Once these

vectors are known, the range can be calculated by a simple trigonometric

formula.

If two receivers are employed, it is called stereo vision and is

achieved either with two cameras or one camera at two loLations. The

receivers are passive devices; however, the illuminating mechanism can

be passive or active. For instance, an active laser beam designator is

used in this research work to specify a foothold so that the binocular

vision system may perceive it, while applications which analyze natural

scenes rely on natural lighting only and are considered to have a pas-

sive light source. Light sources may also be arranged in a certain way

to produce desired lighting conditions. This technique is known as

"structured light source method," as demonstrated by the CONSIGHT system

[25], and is also considered as active. The most difficult problem in
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stereo vision is to find the corresponding points in the two pictures.

Although solutions to this problem have been proposed by several re-

searchers [32), there is still need for a more reliable and fast method

to perform the computation.

If the combination of a transmitter and a receiver is adopted, it

is called the projected-light method. The laser triangulation employed

by the RPI Mars Rover falls into this catagory. Other systems project

sheets of light onto the scene by means of a slit projector [33], a

laser beam diverged by a cylindrical lens [34], or a collimated light

beam rotated quickly by a mirror [35]. The correspondence problem is

eliminated in this scheme.

Both methods suffer from the following drawbacks: missing data

seen by one but not the other, and unsatisfactory accuracy for points

that are far away.

2.5.2 Time-Of-Flight Methods

In the time-of-flight method, the range is determined from the time

needed for the light to travel from the transmitter to the target and

back. If an ultrasonic signal is used instead of light, it can be

implemented as a proximity sensor. Such sensors have been designed and

built for the (SU Hexapod and have been mounted on each leg to measure

the distance from the foot tip to the terrain surface [36]. Laser scan-

ners have been used intensively for measuring range [12,37]. Depending

on the measurable range, accuracy, type of laser, and typical appli-

cations, laser-based techniques are further classified into inter-

ferometric, beam modulation telemetry, and pulse time of flight. A
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detailed description and comparison of these approaches were given in

[38]. The main shortcoming of laser scanner schemes to date is that

they are too slow, especially if the target is dark [37]. Such systems

also require sophisticated electronics for signal conditioning (modu-

lation, demodulation, filtering, phase detection, etc.) and tend to be

more expensive as well as more complex compared to those systems which

use triangul ation.

2.6 Previous Work on the OSU Hexapod

Before the Hexapod was constructed, Sun [39] investigated the

theoretical aspects of legged locomotion systems. Among other things,

hexapod gait was studied in depth. Orin [40] conducted a simulation to

study the interactive control of the vehicle. The kinematic and dynamic

equations were also derived. The Hexapod was built in 1977, with Jaswa

[41] handling ne mechanical design and instrumentation. Buckett [42]

designed, implemented and analyzed the electrically powered joint actu-

ator system. Chao [43] studied the feasibility of a multiprocessor con-

trol system for the Hexapod and developed much of the software enabling

it to walk under interactive control from an operator. Briggs [44]

designed and implemented the data link between the Hexapod and a PDP-

11/45 (now 11/70) computer to facilitate data communication. He also

installed a vector force sensor on one leg to examine the effect of

active compliance. Wahawisan [45] built a pentaprocessor using 5 LSI-11

units to control the Hexapod. Pugh [46] added a force sensor to each

leg, installed a gyroscope which provided body attitude information, and

devised algorithms utilizing this information to achieve attitude

control and active compliance. As a result, the Hexapod was able to
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walk over rough terrain. Fig. 2.9 shows a picture of the OSU Hexapod

before the vision system was installed.

2.7 Summary

This chapter presently a brief review of the state of the art of

computer vision systems and their application to industrial robots and

mobile vehicles.

A computer vision system, in general, is composed of an image sen-

sor, an image processor, and a set of image-processing algorithms stored

in a host computer. Four types of image sensors, image dissectors,

vidicon cameras, CCD cameras and CIdO cameras, were discribed. Solid-

state TV cameras, due to various appealing characteristics, are expected

to dominate in future applications. Special-purpose image processors

are designed to handle the large volume of image data so that the over-

all operational speed can be upgraded, image data can be properly stored

without occupying the memory space of the host computer, and the host

computer can concentrate on the execution of high-level algorithms. The

purpose of image-processing algorithms is to analyze a scene and to

extract useful information from it.

Four existing robot-vision systems, the General Motors CONSIGHT

system, the UNIVISIUN system, the Westinghouse system, and the URI sys-

tem were examined. In all cases, a vision system has been utilized as a

visual sensor to guide a robot to perform certain tasks.

As for mobile vehicles, vision systems are used to survey the

nearby environment, to generate a terrain map, and to navigate the

vehicle through cluttered surroundings, as examplified by the Hopkin's
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Beast, the SRI SHAKEY, the Stanford Cart, the JPL Rover and the RPI Mars

Rover.

Two different schemes for measuring distance were also discussed.

The triangulation method is based on the computation of three spatial

vectors, while the time-of-flight approach depends on the measurement of

the time interval between the outgoing and the returning signals.
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Chapter 3

FUNCTIONAL DESCRIPTION OF THE BINOCULAR VISION SYSTEM

3.1 Introduction

The superior off-road mobility of a biological system can be

attributed to the following factors:

(1) A body structure which is suitable for locomotion in rough

terrain,

(2) A vision system (eyes) that provides environmental

i nfornation,

(3) A decision-making and coordination capability (brain).

The development of artificial legged machines provides researchers with

an experimental body structure similar to that of an animal. However,

without the functions of the eyes and the brain, the capability of a

walking machine is highly restricted. To improve the versatility of

such a vehicle, a vision system, which functions as the eyes, and a com-

puter system, which serves as a brain, are needed. In general, a vision

system can be utilized as a terrain sensor and will enable a machine to

acquire vital environmental data. Based on this information, computer

programs can analyze the terrain, select a safe route, and guide the

machine toward a destination. It will be shown in this chapter that

with a vision system, one can implement Follow-The-Leader operation for
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legged locomotion, which is an important step toward the realization of

a fully autonomous machine.

In Section 3.2, the Follow-The-Leader control mode is introduced.

Problems encountered in realizing it are explored and possible solutions

are proposed. Section 3.3 describes the function of each element in-

volved in the proposed vision system. Human interactions are covered in

Section 3.4. Operational and testing procedures are given in Section

3.5 so that the normal function of the vision system can be checked.

Section 3.6 examines the program which controls the scanning operations

of the vision system in detail.

3.2 Follow-The-Leader Control Mode

The successful implementation of a supervisory control scheme [5]

relieved a human operator from the cumbersome task of manual coordi-

nation of the motions of all joints as exemplified by the G.E. Quadru-

ped Vehicle. Nevertheless, even in its most advanced realization, joy-

stick control operation, human intelligence is still required to provide

the desired speed and direction.

The next step toward the goal of a completely autonomous machine is

the so-called Follow-The-Leader control operation. In this mode, the

operator specifies footholds for the front foot on each side and the

others follow in their footprints as the vehicle moves forward. Human

intelligence is incorporated to deal with route selection and obstacle

avoidance. However, the vehicle figures out for itself the necessary

speed, turning rate, direction and movements so that the foot tip

touches down at the specified location. This feature is not found in

the joystick control mode.

35



A number of questions arise as an attempt is made to implement

Follow-The-Leader control. For instance, one needs to know how a foot-

hold is represented, how it can be generated by an operator, and how it

is recognized by the vehicle. After recognizing a foothold, the machine

has to know where it is with respect to the current position. Knowing

where a foodhold is, it then has to figure out how to move so that one

of its front feet is placed down at that point. Also, the nature of the

interaction between the operator, the vehicle, and other elements inv-

olved, has to be well defined.

Since footholds are actually surface points of a terrain, it is

natural to refer the by their spatial coordinates (X,Y,Z). One possi-

ble way to accomplish the man-machine interaction as regards to the

generation and perception of footholds is to employ a vision system.

The operator could indicate a foothold to the vehicle by using an opti-

cal medium and the latter would recognize it through an optically sensi-

tive instrument. It is well known that a laser beam is monochromatic,

highly directional, and can be collimated into a narrow beam. These

characteristics make it an ideal light source for this application.

Solid-state TV cameras, on the other hand, have such attractive features

as high resolution, high operational speed, small volume, and can be

easily interfaced with most digital instruments. Thus it was decided

that a laser beam designator be used as the foothold indicator and TV

cameras be utilized as the foothold sensing devices.

To know where a foothold is introduces the necessity of measuring

its spatial coordinates. This can be done by using the time-of-flight

,nethod or by trigonometry. At the time this work das initiated, a
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dedicated and expensive system based on a time-of-flight laser scanner

was under construction by ERIM (Environmental Research Institute of

Michigan) to be used with the new vehicle (ASV) to create a terrain map

[47]. It was decided that alternatives ought to be explored so that

advantages and drawbacks of differEnt approaches would be understood.

Hence, the triangulation method was chosen for the research of this

work.

Image data acquired by a single camera provides two-dimensional

information only. In planning a movement toward a foothold, however, it

is necessary to know the three-dimensional spatial coordinates of that

point. For applications using cameras, coordinate reconstruction is

typically done by triangulation [32]. Furthermore, it can be done by

using either one or two cameras. In a single camera system, it is

necessary to take at least two pictures from two different views. To

achieve this, either the object has to move to a new location as in the

URI system [28], or the camera should take a new position as demon-

strated by the Stanford Cart [11]. In the vehicle guidance application,

the object points are terrain surface points which can not be moved

around; thus the former approach is not applicable. The latter method,

which requires the camera to move to a second location after one picture

is taken, not only is inherently slower than a binocular system due to

the time needed to translate the camera, but also demands additional

nechanisn to relocate the camera. Thus, a binocular system was deemed

more desirable and was adopted.
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3.3 Description of Components

3.3.1 The Overall System

Five elements are involved in the overall system: a human oper-

ator, the Hexapod, a vision system, a laser designator and a PDP-11/70

computer. The block diagram in Fig. 3.1 shows the relationship between

these elements.

The responsibility of the human operator is to analyze the ter-

rain and select a proper foothold for the Hexapod. This is achieved by

manually adjusting the position and orientation of a laser head so that

the laser beam is aimed at a desired surface point. The operator also

interacts with the vision system by indicating that a desired foothold

is available.

The Hexapod is a six-legged machine built in 1977 as an experi-

mental vehicle for studying locomotion, man-machine interaction, terrain

adaptability, fuel efficiency, etc. Each leg has three joints which are

driven by individual motors and every joint is equipped with one poten-

tiometer and one tachometer to feed back joint angle and joint rate

information, respectively. Commands to the motors are generated by the

11/7U. Communication between the Hexapod and the 11/70 is facilitated

by a b4-channel Data Link [44]. A vertical gyro on board can provide

pitch and roll angles of the Hexapod body. Recently, force sensors have

been added to all legs to accomplish attitude and altitude regulation

over irregular terrain [46].

The POP-11/70 computer provides the computional power needed for

real-time control of the Hexapod. This is done by executing a motion

planning/execution program. A serial link exists between the 11/70 and
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the vision system. Through this channel, image data acquired by the

vision system is transmitted to the 11/70 for further processing and the

11/70 can send commands to control the scanning operations of the vision

system.

The laser designator is used to generate footholds by projecting

a laser beam at desired surface points. It includes a 5 mW Hellium-Neon

laser head (Ealing Corporation, #25-0860) and a power supply unit

(Ealing Corporation, #25-0894), which are shown in Fig. 3.2. When

selecting a laser head for this application, size and power level are

the two main considerations. Both a 2mW laser head (282 mm long, 31.75

mm in diameter, weight of 0.2 Kg) and a 5 mW one (411 mm long, 44.2 mm

in diameter, weight of 0.35 Kg) were tested. While the former has the

advantage of size, its lower power level results in lower pixel inten-

sity, and consequently the signal-to-noise ratio suffers. Since it is

highly desirable to have a high noise-rejection threshold, a 5 mW unit

was chosen. The laser head is mounted on a tripod to iake operations

convenient.

The vision system consists of two camera heads, two camera con-

trollers, two wide-angle lenses, a special purpose interface circuit,

two broad-band optical filters, two filter adaptors and a power supply

unit. They are described in the following sections.

3.3.2 Camera Head and Camera Control Unit

The TN 2500 camera head contains a Charge-Injection-Device (CID)

image sensor, the logic and drive circuits used to scan the CID, and

pre-amplification circuits. The CID makes use of a two-dimensional
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Figure 3.2 Laser Head and Associated Power Supply.
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array of coupled metal-oxide-silicon (MOS) capacitors to collect and

store the photo generated charges. The pixels of the CID are arranged

in 244 rows with 248 pixels in a row.

The CCU (Camera Control Unit) consists of a timing circuit board,

which generates all of the required digital clocking, gating and syn-

chronization functions, and a signal processor circuit board, which per-

forms all of the required video signal conditioning. It also provides

signals for external interface through a 25 pin connector. The block

diagram in Fig. 3.3 shows the functional relationship between the camera

head, CCU, and external devices, and a picture of the physical devices

is given in Fig. 3.4.

Output signals B1 to B8 (Video Bit 1 to Video Bit 8) provide the

8-bit, gray-scaled digital video output, with B1 be the most significant

bit and 88 the least significant bit. The elementary clock signal is

given at pin ERC (Element Rate Clock). A negative transition of ERC

denotes the presentation of new digital video data. In addition to ERC,

other timing signals are also available, and each carries different in-

formation. A negative transition of EF (Even Field Flag) denotes the

start of the even field video presentation, while a negative transition

of OF (Odd Field Flag) denotes the start of the odd field video presen-

tation. A high level of SbLNK (Synchronized Blinking) coincides with

the presence of digital video output, and a low level coincides with the

horizontal or vertical blanking interval. No digital video information

is presented when this signal is low. A positive transition of VSYNC

(Vertical Sync) denotes the start of each frane when the camera is

operated in the sequential mode, and a positive transition of HSYNC
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Figure 3.4 Camera Head and Camera Control Unit.
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(Horizontal Sync) denotes the start of each horizontal video line. ,he

5X (5X Clock) is a supplementary clock source whose rate (22.5225 MHz)

is 5 times of that of ERC. Timing diagrams Fig. 3.5 and Fig. 3.6 illus-

trate the relationships between these timing signals.

The input signals are mainly used to regulate the operation of the

CCU. A low command at Gi (Video Output Enable) enables the digital

video output and a high command forces B1 through B8 to a high impedance

state. A low level at G2 (Synchronizing Clock Output Enable) enables

the clock outputs. A high level forces all clock outputs into a high

impedance state. A high level in input pin I/244SEQ (Interlace or 244

Sequential) forces the camera to operate in the interlaced mode. A low

level causes the video to be output in a 244 line fully sequential mode.

When the input line IG (Injection Inhibit Gate) is high, the camera

will integrate and inject signal charge once per frame. Changing it to

a low level will cause extended integration of the signal charge and

inhibit injection. The input pins Gi, G2, IIG, and I/244SEQ are con-

trolled externally by using a dip switch. For normal operation, GI, G2

and I/244SEQ are grounded and II is pulled high so that the digital

video and clock signals are available all the time, the CCU is operating

in a sequential mode, and every pixel is injected for each frame.

The individual pixels are read at a rate of 4.5 MHz, which cor-

responds to one pixel every 222 nsec. Because of this high clock rate,

general purpose microprocessors are not fast enough to process intensity

data of each pixel, and special purpose hardware is needed. A pixel is

cleared as it is read to initiate the reintegration of charge for the

next frame, except for the case in which the fIG (Injection Inhibit

Gate) is enabled. A pixel will continue to integrate charge without
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injection as long as the IIG is enabled. This allows a low light image

to be accumulated over several franes.

The camera system can provide either an interlaced or sequential

raster scan output. In the interlaced mode, each CID image line is read

and displayed twice. Odd numbered lines make up field 1 and even

numbered lines make up field 2. Subsequently, these odd and even fields

are interlaced at a rate of 60 Hz and the resultant frame rate is 30 Hz.

This significantly reduces the flicker of the picture on the monitor.

In the sequential mode, a frame is composed of only one field. Thus,

the field rate equals the frame rate, which is 30 Hz. There is no

interlacing and the line information is simply displayed sequentially.

This causes a noticeable flicker in the video image.

Although the interlaced scanning mode produces better pictures, it

introduces overhead in data processing. For instance, the image data

has to be stored or retrieved in an interleaved manner in order to gen-

erate a correct picture. Such overhead would not exist in the sequen-

tial mode of operation. Therefore, the sequential scanning mode is

adopted in this application.

Detailed descriptions of the camera head and the CCU are given in

[48].

3.3.3 Camera Locations and Wide-Angle Lens

In this binocular vision system, recoastruction of the three-

dimensional coordinates of a footholi is done by triangulation. To

achieve this, a foothold must be "seen" by both cameras, i.e.; the

foothold nust be within the "field of view" of both cameras.
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The field of view of a camera system depends on the working dis-

tance and its angle of view. A working distance is defined as the

distance between the lens center and a focused object along the optical

axis. The angle of view, on the other hand, is related to the size of

the image sensor and the focal length of the lens. Fig. 3.7 shows the

relationship between focal length f, sensor size t, angle of view 28 and

field of view V. It is clear that any light source outside area ACB

will not be sensed by the camera. Since

tan a . . . . (3.1)f 2f

tnerefore,

2 e 2tan -1  (3.2)

2f

It is also obvious that the field of view V at a working distance of d

is 2d tane because

tan e = V/2 (3.3)
d 2f .

thus

V = 2d tane 
(3.4)

As the size of an image sensor of the G.E. TN2500 camera is known

(8.78 mm by 11.41 mm), only two free parameters are needed to specify

a field of view: working distance and focal length of the lens. Since

both cameras are to be mounted on the Hexapod and the objects to be
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Figure 3.7 Relationship Between Focal Length,
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sensed, footholds, are mostly on the ground surface, the working dis-

tance depends on the elevation of the Hexapod with respect to ground and

where the cameras are mounted onto the Hexapod body, as shown in Fig.

3.8. The width of the Hexapod is about 150 cm. According to this

measurement, a field of view of 2 m is needed for both cameras to cover

the area of interest, which consists of points reachable by the front

feet in one step. Having decided on a desired field of view, it is now

necessary to find out an appropriate camera location and a suitable

focal length which, when combined, would give the required field of

view.

Refer to Fig. 3.9 and assume that a camera, with an angle of view

of 2e, is located at (X,Y), where -XO < X 4 XO and 0 < Y. To cover the

area of interest, [-XO,XO], it is necessary that LBAC < 29. For the

worst case, LBAC=2O, where 2e is the intersecting angle between vectors

A6 and AC and the following equation holds:

AB- AC = cos2- IABI " A'CI (3.5)

where

AB = (-XO-X, -Y) and AC = (XO-X, -Y).

Substituting AB and AC into Eq. (3.5) results in

(-XO-X, -Y) . (XO-X, -Y) = cos2O • (X + XO) + y • - XO) 2 +

(3.6)
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Multiplying the left hand side terms out gives

y 2+ X2 _ XO2 = cos2e (X + XO) 2 + y2  . (X - XO) 2 +y
(3.7)

Employing Eq. (3.1) gives

y2 + X2 - X02  = cos2.[tan-1 ( 2-)] + XO) 2 +

- XO) 2 + y(3.8)

Thus, given a sensor of size j and a lens of focal length f, there

is a set of points on the X-Y plane which provides the desired field of

view. Fig. 3.10 shows curves of these set of points for a 9 mm by 9 mm

sensor for focal lengths of 2, 4, 6, 8, and 10 mm, respectively. Theo-

retically, there is no restriction on the value of Y; i.e. the height

of the camera mounting. However, from a practical point of view, it is

desirable to keep the camera position as low as possible to avoid mecha-

nical instability. The Hexapod itself is about 75 cm high and a

decision was made to limit camera height to be less than 150 cm to

maintain structural stability. These two considerations imply a focal

length between 5 mm and 7 mm. Consequently, two 6.5 mm wide-angle

lenses were purchased.

Although a wide-angle lens provides a larger field of view, it also

introduces considerable distortion, and lens calibration is required to

compensate for the distortion. This topic is discussed in Section 4.4.
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3.3.4 Optical Filters

Since the interface circuit is designed to detect only one target

point, any ambient light source whose intensity is higher than the

threshold and whose location is scanned earlier than the desired spot

will be recognized as a target, thus producing a wrong result.

Internal thermal noise of a CID can generally be handled by

choosing a proper threshold. External noise, such as sunlight or

fluorescent lamp, can be so strong that it is impossible to exclude them

by a higher threshold because the desired object source may also be

blocked out.

One alternative to reject ambient light is to utilize optical

filters. Since the desired light source in this application is a

Helium-Neon laser beam which is monochromatic and has a wavelength of

632.8 nm, it is expected that a narrow-band filter would allow the laser

beam to reach the camera while filtering out most of the unwanted light

sources. One such filter (Oriel Corporation, #5308) with a bandwidth of

10 nm was attached in front of the camera lens by using a specially de-

signed adaptor. Although it blocked out most of the ambient light, the

following problem was introduced. The passing wavelength was specified

as 632.8 nm. However, this is true only if the incident light is normal

to the filter surface. As the incident light deviates from the normal

direction, the effective passing wavelength becomes shorter. This

phenomenon is described by the following equation [49]:

a = "n2 - sin 2 a (3.9)

Xn n
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where

a = angle of incidence,

Xa = peak wavelength at angle a,

Xn = peak wavelength at normal incidence,

n = incidence angle shift factor. (n has a value of 2 for the

filters that are used in this system.)

As a result, the effective field of view is sharply reduced.

The wide-angle lens used has a 9U degree angle of view, with 45

degrees on each side of the normal direction. If the reflected light is

normal to the filter surface, the incident angle is zero and the effec-

tive peak wavelength, according to Eq. (3.9), is Xn (632.8 nm). How-

ever, the incident angle is 450 in the worst case, which produces an

effective peak wavelength Xa of 580 nm for n equals to 2. This calls

for a bandpass filter which passes light of wavelength between 632.8 nm

to 5dO nm. No commercially available filter has exactly this desired

characteristic. To compromise, a broad-band filter with a peak wave-

length at 6UO nm and a bandwidth of 70 nm (Oriel Corporation, #5760) was

used. As one may expect, the noise rejection capability is inferior to

the narrowband counterpart; nevertheless, the decrease of the field of

view is less severe. A picture showing the broad-band filter and a

adaptor which mounts the filter onto the lens is provided in Fig. 3.11.

Another way which can effectively reject ambient light is to reduce

the aperture of the lens to a minimum. Fig. 3.12.a shows a picture

taken with the aperture set to f/16. Fig. 3.12.b shows a picture of

tne sane scene taken with the aperture set to f/5.6. It is obvious that

the change in aperture significantly rejects ambient light. The
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Figure 3.11 Optical Filter and the Associated
Adaptor.
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(a) f/16

(b) f/5.6

Figure 3.12 Pictures of the Same Scene Taken with
Different Apertures.
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reflected laser beam is also attenuated sharply, and the size of the

image of the laser beam is reduced into a very tiny spot. It is likely

that the nonlinearity of the internal electronic circuits of the camera

head may have improved the signal-to-noise ratio. The effect of the

aperture thus is similar to an analog threshold device. If an extremely

strong light source exists in the field of view, however, it would not

be completely rejected even if the aperture is set to a minimum. Such

situations should be avoided for the vision system to function

properly.

After testing, it was concluded that the most satisfactory way of

rejecting ambient noise while maintaining sufficient reflected laser

intensity is to use a minimum aperture (f/16) without optical filters.

3.3.5 Power Supply Unit

The power supply unit provides the interface circuit board with the

necessary +5 and ±12 volt sources. The ±5V module can provide up to 3

amperes, while the ±12V module has a current capability of I ampere.

3.3.6 Special Purpose Interface Circuit

The primary function of the interface circuit is to receive pixel

intensity data and timing signals from both of the camera systems,

determine the image coordinates of an object point on each camera frame,

and then transmit these coordinates to the 11/70 computer through an RS-

232 serial link. Fig. 3.13 shows the block diagram of the interface

circuit. It contains an interface controller, two image coordinate de-

coders, and an optical isolation unit. Functions and implementations of

these circuits are described below.
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3.3.b.1 Interface Controller

The interface controller is composed of two parts, an image decoder

controller and a UAR/T controller. The former regulates the activities

and maintains the synchronization of the two image coordinate decoders.

The latter supervises the communication between the interface circuit

and the 11/7U computer.

3.3.6.2 Image Decoder Controller

As shown in Fig. 3.13, each image coordinate decoder receives

timing signals from its associated CCU to perform image detection.

Since, functionally speaking, the two CCU's are totally independent, the

operation of the image decoders would be asynchronous to each other.

This makes the acquisition of image coordinates difficult, as explained

in tne following example.

Fig. 3.14 shows a relative timing diagram of the two CCU's in terms

of the detection of an image within a frame. Image decoder I starts

searching at the beginning of a frame, marked as "a", detects an image

at instant b and ends up at c, where a new frame starts and the same

event is repeated again. Similar activity takes place in image decoder

2 between d and f. The question arises of when image coordinates should

be acquired for future processing. While (X1,Y1) is available through-

out period [b,c], (X2,Y2) is not ready until e. At this point, however,

(XI,Y1) is no longer valid because a new cycle has already begun.

This problem can be eliminated by introducing two synchronizing

signals, START and COMPLETE. Fig. 3.15 shows the timing diagram in

60

N



LIP

-4
u -

4-

'-4-

0

0-4 0-F

00

C4

0-0

Z ZC-)

- 61



LJ

F--

4- Q)0 -0
*0'

'A1

C13 Co

L 

-.

-cm

00

623



which START and COMPLETE are incorporated. Notice that an image detect-

ing cycle now takes more than one frame. The next paragraph describes

how the START and COMPLETE signals are used to regulate the function of

the image coordinate decoders and how they are generated.

To synchronize the image decoder controller, each image decoder is

assigned four states, as shown in Fig. 3.16. Here, the state variables

of decoder 1 are Q1 and QO, and those of decoder 2 are Q3 and Q2, res-

pectively. After POI (Power-On Initialization) or being reset exter-

nally, an image decoder is in state 00. It stays at this state as long

as START is low. When START becomes high, it enters the image searching

state 01 upon the leading edge of the next coming clock signal (EF)

which indicates the start of a new frame. It spends exactly one frame

period at state 01 performing image detection then moves into state 11.

It will wait here until COMPLETE becomes high, denoting that both de-

coders have reached state 11 of their own. It then enters state 10

during which START will be cleared. Finally, it goes back to state 00

and waits here for START to go high to begin another cycle.

The above state diagram was realized in Fig. 3.17 by using four

74112 J-K flip-flops and a number of gates. The clock signal which

triggers the transition from one state to another is the EF (Even Field)

signal from CCU. An EF signal always advances a new frame, thus

conveying the vital timing information.

The START signal, which initiates an image detecting cycle, can be

set either manually through a switch S1 on the interface board or under

the control of the 11/70, which uses bit RDI to trigger the operation

when switch S4 is set to a '1' (scanning mode) and both decoders are at

state '00'. Signal ROI is the least significant bit of the byte of data
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sent from the 11/70 to the vision system; detailed description about

scanning control by the computer is given in Section 3.6. It is cleared

by the negative pulse OS' used to strobe the UAR/T, by an external reset

switch S2, or upon POI. The implementation is shown in Fig. 3.18.

The COMPLETE signal is set when both decoders arrive at state 11 of

their own. It is cleared as decoder I goes back to state 00. The im-

plementation is given in Fig. 3.19.

3.3.6.3 Image Coordinate Decoder

There is one image coordinate decoder associated with each camera.

It receives intensity data of individual pixels from CCU, searches

through an image frame and computes the X and Y coordinates of the first

bright image whose intensity level is above an external threshold. The

image coordinate system is shown in Fig. 3.20. There are 244 rows and

248 columns in a frame. Thus it requires 8 bits to represent X and Y

coordinates respectively. The search is done on a row by row basis;

i.e., the first row is scanned, followed by the second row, then the

third row and so on. The block diagram of an image coordinate decoder

is shown in Fig. 3.21. It consists of an X coordinate decoder, a Y

coordinate decoder, and a comparator. Both decoders keep on counting

until a pixel whose intensity level is higher than the threshold is en-

countered. At this point, the decoders stop counting and their values

are preserved. A flag is set to indicate that a bright spot is

detected. If no bright image is found at the end of a frame, the flag

remains cleared and the content of the X decoder is 0 and that of the Y

decoder is either 239 or 240. The image cordinates (X1,YL) and (X2,Y2)

66

L _-



POI'
RESET' - 70 / -- 04DS ' D

S I SI' -- +5V -- D CLRSI, +"-'---L START

7474
RDI
S4

Q3. PR

Ql +5V

Figure 318 Implementation of the START Signal.

+5V D CLR Q COMPLETE

Q3 7474

Q2

+5V

Figure 3.19 Implementation of the COMPLETE Signal.
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are then multiplexed and fed to the UAR/T. The control logic block is

part of the interface controller described last section.

The 8-bit X coordinate decoder is cleared at the beginning of each

row by the SBLNK signal, and is incremented by one for every pixel clock

ERC. It was implemented by cascading two 74LS161 binary counters, as

shown in Fig. 3.22. The contents of these counters are zero after POI

or RESET. Furthermore, at a given instant the decoder is in one of the

four states as explained earlier, and image detection occurs only in

state 01. During the course of image detection within a frame, these

counters are cleared at the very beginning of each row, which is initi-

ated by SBLNK. On the other hand, if an image is detected the values of

the counters should be preserved. Therefore SBLNK is AND'ed with QL',QO

and IM'. States QI' and QO are presented to ensure that the decoder is

indeed in the image detecting state. Signal IM' is a flag indicating if

an image has been detected so far. If no image is encountered , IM' is

high and the searching and clearing continues. If an image is detected,

IM' becomes low and the clearing signal is disabled so the contents of

the counters are stored. The ERC signal is fed to the CK pin of both

counters so that it can count up the number of pixels in a row. The IM'

and the state variables QV and QO are AND'ed and fed to the ENT (count

enable) and ENP (carry look-ahead enable) pins of the lower counter so

that it counts up only before an image is sensed. The ENT and ENP pins

of the high nibble counter is connected to the CARRY pin of the low

nibble one so that it can count up to 255.

The 8-bit Y coordinate decoder, shown in Fig. 3.23, differs from

the X decoder in two aspects. First, it is cleared only once at the

beginning of a searching frame, a condition realized by the AND'ed
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function of VSYNC, QI' and QO. Second, it is incremented by rows

instead of pixels. Hence, the CK pin of the counters are connected to

the SBLNK/2 signal. This signal is obtained by feeding SBLNK through a

74109 J-K flip-flop. It is necessary to divide the SBLNK signal by 2

because each row is scanned and displayed twice by CCU to accommodate

tne standard 525 line TV frame. The third bit of the Y counter is used

to set the CROW signal for the purpose of skipping the first four rows

because they do not contain useful information.

The 8-bit comparator is implemented by using two 7485's. The

physical arrangement is shown in Fig. 3.24. Eight input pins, AO to A7,

are connected to a dip switch which provides the external threshold.

Another eight pins, BO to B7, are tied to the output of an 8-bit latch,

74273, which furnishes the intensity of the pixel currently being

sensed. The A<B pin of the comparator is used to clear the no image

flag 114'. The input of the latch is the 8-bit digital video signal

coming from the CCU. It is very important to latch the intensity data

at the right time so the CK pin is controlled by the AND'ed signal of

ERC',Q1',QO,IM' and CROW. The CROW signal is generated by the Y decoder

to skip the first four rows as mentioned earlier.

3.3.6.4 UAR/T Controller

At the completion of an image detecting cycle, five bytes of data

are generated. They are X1,Y1,X2,Y2, and a status byte. The organi-

zation of the status byte is shown in Fig. 3.25. A '1' in bit IMI indi-

cates that an image has been detected by decoder 1, otherwise, a '0'

will be stored there. Bit IM2 carries similar information for decoder

2. A '1' in bit SCAN denotes that scanning operation under 11/70
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control is in effect, while a '0' means that manual operation mode is

adopted. A '1' in bit CONTINUE directs the 11/70 to keep on scanning

and a '0' stop it. A '1' in bit READY informs the 11/70 that the image

currently being sensed is a desired foothold and the triangulation

routine should be called to compute the three dimensional coordinate.

These five bytes of data must be sent to the 11/7U computer for

further processing. Technically, this can be done either in parallel or

in serial. Parallel transmission is fast but more expensive because

first, a DEC parallel interface card would be needed and second, a large

cable is required due to the fact that every line connected to the 11/70

has to be optically isolated, which requires two wires for each line.

Serial transmission is slower; nevertheless, the data rate of this

application is low enough to be well handled serially. Therefore the

serial scheme was adopted.

A UAR/T is used to facilitate data transmission and receiving. A

sequential circuit, the UAR/T control'er, is designed to oversee the

function of the UAR/T and ensure that exactly 5 bytes are transmitted at

the right time. The UAR/T chip used is a General Instrument Corporation

AY-5-1012 product. It is a 40 pin LSI unit which accepts binary char-

acters from either a terminal device or a computer and receives/trans-

mits this character with appended control and error detecting bits. All

characters contain a start bit, 5 to 8 data bits, one or two stop bits,

and either odd/even parity or no parity. The baud rate, parity mode,

and the number of stop bits are externally selectable. A diagram show-

ing the pin configuration is given in Fig. 3.26.

The transmission of data to the 11/70 computer is regulated by a

clocked sequential circuit, the state diagram of which is shown in Fig.
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Figure 3.25 Organization of the STATUS Byte.

Vcc c 1 40:3TCP
VGG C2 39 1EPS
VGR 1:' 38:]%B1
EE-1 4 37 NBF2

RD8 1:5 36 T7SB

RD7 1:E 35 ]NP
RD6 C 34 cs
Rfl5 C8 33--ADB8

Rfl4 [:9 32tJ DB7
RD3 10 31 :DB6
Rfl2 C:11 AY-5-1012 30: DB5
RD1 C12 29:]DB4
PE 113 UAR/T 28 :DB3

FE r-14 2 7 :DB2
OR 115 26 :)DBi.
SWE 1:16 25 :So
RCP C:17 24 EOC

RD 1 18 23 :3-D
DA E19 22 :JTKIT
SI C:20 21 lXR

Figure 3.26 Pin Configuration of the UAR/T Chip.
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3.27. Initially, it is idle at state A. The beginning of transmission

is activated by the TRANSMIT signal, which is set to high in the sae

way as the COMPLETE signal (see Section 3.3.6.2), which signifies the

end of the image detecting phase. When TRANSMIT becomes high, it enters

state B. It stays at B for one clock cycle, clears all registers inside

the UAR/T oy pulling the XR (External Reset) pin high. Its activity in

the following five states, C,D,E,F,and G are all similar. Upon entering

each of these states, a negative pulse is generated and fed into the DS

(Data Strobe) pin to have one byte of data loaded into the transmitter

buffer of tne UAR/T and then transmitted, while the controller waits

there. When a byte is completely sent out, the TBMT (Transmitter Buffer

Empty Flag) is set to indicate that the UAR/T is ready to accept another

byte, and the controller moves into the next state. This action is re-

peated five times and exactly five bytes of data are transmitted one

after one. The TRANSMIT signal is cleared during state H and the con-

troller then goes back to state A. The flip-flop input equations can be

easily derived. They are:

J2=I.QO' .T6MT, (3.10)

K2:Ql'.QLO', ( . !

J 1=2'.Q, (3.12)

K 1=Q2. QO. TBMT, (3.13)

JO=Q2.QI.TbMT+Q2'.Ql'. TRANSMIT, (3.14)

KO=Q.Q1' +TbMT.Q2'.Q1 (3.15)

These equations were implemented by using three 74112 negative-edge

triggered J-K flip-flops. The circuit diagram is shown in Fig. 3.28.

76

. . . . .. . . ..I I .. . ,, .. . ... , .. ... . ..... ...



Powe r-Cn
'Initialization TRNSMIT

1 00 B
001

G C1 0 - Q QO 1 1TBMT

TBMT TBMT

F D

TBM EB If

TB1,11 ~ ~ TBTM Bk

Figure 3.27 State Diagram of the Transmitter Controller.
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Figure 3.28 Implementation of the Transmitter Controller.
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The clock signal which provides the timing base for the controller

as well as the transmitter and receiver of the UAR/T is generated from a

555 timer, as shown in Fig. 3.29. The clock frequency can be adjusted

in a range from 3.5 KHz to 100 KHz. The output of the 555 timer is fed

to a 7414 Schmitt trigger to steepen the leading and trailing edges.

The negative data strobe required to load data into UAR/T is pro-

duced by a 74121 monostable ultivibrator as shown in Fig. 3.30. The

manufacturer requires that the data strobe be at least 250 nsec. in

length. The resistor and capacitor chosen give a duration of 700 nsec.

It is crucial that one and only one pulse be generated in each of the

five states involved; therefore a 7474 flip-flop is dedicated to each

state. Note that the data strobe is fed back to clear each 7474; other-

wise, the output of 7430 would remain high once an involved state is

travsersed and consequently only one pulse, instead of five, will be

generated.

The five bytes of data are multiplexed and then fed to the UAR/T.

It is arranged such that the ST (STatus byte) is loaded first during

state C, followed by X1, Y1, X2, and Y2. This portion of the circuit is

shown in Fig. 3.31.

The part of controller which guards the receiving function is much

simpler. There are only two states involved, and its state diagram and

implementation are shown in Fig. 3.32. It remains idle in state 0 until

a byte has been received and assembled. This event is signaled by

UAR/T's pulling the DA (Data Available) line high. When this occurs, it

moves into state 1 where the received byte is latched onto an 8-bit

register (74273). After one clock cycle, it resets the data available

flag and returns to state 0. Although one byte of data is received from
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the 11/70 each time, only two bits carry information. A '0' to 'I'

transition in RDI triggers an image detecting operation (recall Fig.

3.18), and a '1' in R02 clears the READY flag in the status byte. The

READY bit is set by the operator through a remote-controlled switch to

indicate that a foothold has been selected.

The POI (Power-On Initialization) signal was obtained by feeding a

+5V source through a 1K resistor and a 30 gF capacitor, as shown in Fig.

3.33. The external RESET signal was implemented using a debounced

toggle switch as shown in Fig. 3.34.

3.3.6.5 Optical Isolation

To protect the 11/70 computer from damages resulting from possible

abnormal function of an external circuit, the serial communication

channel is optically isolated as shown in Fig. 3.35. Data from the SO

(Serial Output) pin of the UAR/T is fed through a MC1488P line driver to

meet the RS-232 standard, which demands voltage %evels of ± 15V instead

of the ± 5V TTL level. The output of the line driver is connected to a

HP2630 optocoupler. In a short circuit situation, the diode in the

input side of HP2630 will be burnt out but the other side of circuit

will not be affected because there is no physical connection between

them. Under normal conditions, the input current passing through the

diode will activate the other side of circuit. Since the output of a

HP2630 is TTL compatible, another line driver is needed to convert it

into RS-232 level. Data sent out from the 11/70 is optically isolated

as well, and is received at the SI (Serial Input) pin.
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3.3.6.6 The Interface Circuit Board

The interface circuit was constructed on an AUGAT UL-1 circuit

board. Its layout is shown in Fig. 3.36, and a picture of the the

physical board is given in Fig. 3.37. The signals from CCUI are con-

nected to connector J1 of group A through flat cable C1. Similarly,

signals from CCU2 are fed to connector J1 of group B by using C2.

Connector J1 of group C is tied to the TT3 terminal connector through

C3,and the ±12V from the power supply unit are connected to J1 of group

D. The image coordinates X1 and Y1 are made available at J2 of group A,

and so are X2 and Y2 at J2 of group B. Port J1 of group E is connected

to a remote, push-button switch which is used by an operator to set the

READY flag of the status byte when laser beam has been focused on a de.-

sired spot.

There are five switches on board. Switch SI is used to trigger the

image detecting operation in the manual control mode. A positive trans-

ition of S1 would cause the circuit to search for an image once. Switch

S2 is the external reset switch. When S2 is high, both image decoders

and the interface controller are reset to their initial ststes. Switch

S4 indicates whether it is a manual or a scanning operation. With S4

down, the operation is controlled manually through $1. With S4 and S5

both up, the circuit would continue scanning under computer control.

Pull S5 down would terminate the scanning. Switch S3 is not used.

There are four dip switches denoted as U1O, U23, U30 and U43

respectively. Among them, UlO and U23 are associated with camera I and

the other two with camera 2. Switch U1O is used to control GI, G2, IIG

and 1/244SEQ pins of camera 1 so that it is operated in a sequential
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Figure 3.37 Picture of the Interface Circuit Board.

89



mode with injection inhibit disabled. Pins GI and G2 are both tied low

so that all the clock and digital output signals are always available.

Switch U23 is the external threshold used to detect a bright image. The

functions of U30 and U43 are exactly the same as those of U1O and U23.

The variable resistor pot P1 is used to adjust the clock frequency

of the UAR/T to accommodate a chosen baud rate.

3.4 Human Interaction

The responsibility of the human operator is to select proper foot-

holds for the Hexapod. To accomplish this function reliably, a communi-

cation channel is needed so that the operator can tell the vision sys-

tem, which is searching for an image point constantly, whether this is

the image of a desired foothold. One way to handle this problem is to

impose a "hand-shaking" policy, which requires the operator to set a

READY flag for a selected point and has the vision system clear it after

the image is processed. Physically, a remote-controlled, push-button

switch connected to the interface board through a long cable is held by

the operator. When the switch is pushed, its output signal is first

debounced then fed to a flip-flop (74112) whose output is the READY bit

of the status byte. This part of circuitry was given in Fig. 3.38.

The 11/70 computer, after computing the coordinates of that foothold,

immediately sends out one byte of data and uses the second bit (RD2) to

clear the READY flag.

3.5 Operational and Testing Procedures of The Vision S stem

To insure that the vision system functions properly, the procedures

listed below should be followed.
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(1) Select a baud rate and adjust the clock frequency

accordingly. A selectable range of baud rate from 0 to 9600

is available [50]. For this application, a baud rate higher

than 600 is sufficient. After choosing a particular rate,

one should adjust pot PI on the interface board and measure

the clock frequency by an oscilloscope or a frequency meter.

Note that the tolerable clock skew of DH-11 is 4.8%, thus

the frequency of the transmitter and receiver of the UAR/T

should be accurate to that extent. The system has been

operated at a baud rate of 1200 with highly stable results.

(2) Set up equipment. One end of cable C1 is connected to the

interface connector of CCU1 and the other end to the JI

connector of group A on the interface board. Cable C2 should

be connected to the similar location of CCU2 and J1 of group

B. Cable C3 ought to be connected between J1 of group C and

the TT3 terminal connector, and the power lines at J1 of

group D are tied to the +12V of the power supply unit. The

remote-controlled switch must be connected to the JI port of

group E.

(3) Set the apertures of both lenses to be minimum (f/16). With

this aperture, a proper threshold for image intensity is 12,

which is high enough to supress internal noise and low enough

to be overriden by the desired image.
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(4) Enter the following commands at the system console:

>set /speed=tt3:1200: 1200 (assume that baud rate is 1200),

>set /slave=tt3:

>set /fdx=tt3:

The speed command notifies the 11/70 computer that the vision ter-

minal which was assigned as TT3 is operating at a baud rate of 1200.

The slave command causes the vision terminal to be treated as a slave

while tne U1/70 is the master. A slave terminal will not send any

message toward tne computer unless it is asked by the master to do so.

With this arrangement, any unsolicited data generated by noise will be

labellea as such and the computer is able to differentiate image data

provided by tne vision terminal from noise. The fdx command establishes

the communication link between TT3 and the 11/70 as a full duplex

channel.

Enter the following command from the terminal that one logs

in:

>ASN TT3:=OT:

This command informs the computer that TT3 is the input

as well as the output terminal associated with the I/O

requests appearing in the program.

(6) Set up the laser head and laser power supply.

(7) Turn on the power supply and both CCU's.

(8) Pull switch S2 up and down to reset the vision system. Set

switches S4 and S5 in the 'up' position to put it in the

scanning mode.
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(8) To test if the vision system functions normally, run program

VID. If unsolicited data exits, the program will abort itself

and VID has to be run again. Otherwise, the message "SPECIFY

FOOTHOLD" is displayed on the screen to prompt the operator

for a foothold. The laser unit should be turned on and the

beam be aimed to a point which is within the field of view of

both cameras; then the remote switch is pushed. If the image

is sensed by both cameras, the X, Y, and Z coordinates will be

displayed on screen, or else the character string "NO IMAGE,

TRY AGAIN" is shown and the operator has to adjust the laser

head and then activates the remote switch again.

3.6 Scanning Control Of The Vision System

The software which deals with the interaction between the 11/70 and

the interface circuit and enables the computer to control the scanning

of the vision system deserves special explanation because (1) it in-

volves activities embedded at a lower level and requires assembly

language programming, which is not as easy to comprehend as codes

written in PASCAL, and (2) it utilizes many of the RSX-11 system direc-

tives. Although detailed documentation of them are provided by [51], a

brief description of each directive whenever it is encountered would

make it easier to follow. Therefore, the detail of program VID, which

manages the interaction of the 11/70 and the vision system to facilitate

scanning control, is examined here. Its block diagram is shown in Fig.

3.39.

First of all, the vision terminal has to be logically connected to

the 11/70 system so that the operating system can keep track on its
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status. This is done through the fallowing statements:

LUN = 9.

ALUN$S #LUN,#"OT,#0

QIOW$S #IO.ATT,#LUN

The variaole LUN represents the particular logical unit number that the

vision terminal is assigned. The execution of directive ALUN$S in-

structs the system to assign a physical device unit to a logical unit

number. Thus, the physical device whose name is "OT" is assigned a

logical unit number of LUN, which has a value of 9. Recall that the

vision terminal is TT3, hence if the command [ASN TT3:=OT:] is issued

from a VT0 terminal console, the vision terminal will has a logical

unit number of 9. The next instruction, QIOW$S, instructs the system to

place an 1/0 request for the device with the logical unit number LUN and

wait until the request is fulfilled. The subcommand #IO.ATT specifies

that this particular I/O task is to attach this device to the system.

After it is executed, the communication link between the 11/70 and the

vision terminal is logically connected and completely established.

The next step is to check whether unsolicited data exists. Every

I/O device is allocated an input and an output buffer by the operating

system. (The directions of input and output are referred to with res-

pect to the 11/70.) The input buffer of a slave device should be empty

if no input request has been issued by the computer. The only occasion

that the 11/70 would ask the vision system to send in data is during

foothold acquisition. Thus, before it initiates such an event, any data

in the input buffer is interpreted as unsolicited data. In other words,

the number of bytes of data in the input buffer must be zero prior to an
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input request. This quantity may be accessed by using the following

directive:

QIOW$S ?SF.GMC,#LUN,*EFI,,,,<#STAD,#2>

Again this is an I/O request instruction because it involves the vision

terminal. The subcommand qSF.GMC directs the system to return the in-

formation of device #LUN. Particularly, if the variable STAD is initi-

alized to be TC.TBF by using the BYTE directive, the returned value

gives the number of bytes of data in its input buffer. If this value is

not zero, then unsolicited data exists and the program will abort

i tsel f.

To initiate an image detecting event, the computer sends out one

byte of data to the vision terminal and uses the least significant bit

to trigger the interface circuit. This output operation is achieved by

the following code:

QIUW$S 71O.WAL,fLUN,qEFI,,#IOST,,<WRBUF,#I>

The subcommand gIO.WAL orders the system to write (or output) data to

device #LUN. Moreover, parameter <#WRBUf ,Yl> indicates that only one

byte is to be sent out and that this byte of data is located at WRBUF.

The process of the program will be halted until the output event is

completed as signaled by the event flag EFI. The status of this request

is made accessible at location lOST.

While the vision system is searching for an image, the computer

prepares for the arrival of 5 bytes of data as the result of image

searching by declaring another I/O request:
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QIOW$S #IO.RAL,#LUN,#EFI,,#IOST,,<#RDBUF,#5>

This command instructs the system to read 5 bytes of data from device

#LUN and stores them at location RDBUF. The subcommand #10.RAL simply

indicates that this is an input request. The meanings of EFi and IOST

are the same as described earlier.

Among the 5 bytes of received data, the status byte is investigated

first. Above all, the READY bit is checked to see if this is the image

of a specified foothold. If not, nothing will be done except examining

the CONTINUE flag to decide whether the scanning operation is to be con-

tinued. In case that the READY bit is set, which implies this image is

of interest, IMI and IM2 are checked to determine whether the image is

detected oy both cameras. If either one or both miss it, a message is

displayed on a screen to prompt the operator to give another try. In

addition, the 11/7U will send out one byte of data and use the second

bit (RD2) to clear the READY flag. If both IMI and UM2 are set, tri-

angulation is performed to compute the three-dimensional coordinates of

the detected image. This subject is discussed in depth in the next

chapter.

3.7 Summary

In this chapter, problems encountered in realizing FTL locomotion

were identified and possible solutions were explored. After comparisons

of different alternatives, the approach which employs a binocular vision

system was deened more suitable than others and thereby was adopted. To

control the front feet of the Hexapod, an operator points a laser beam
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at terrain surface points, which are then perceived by the vision system

as the footholds.

The problem of selecting camera mounting locations was analyzed in

consideration of the field of view and mechanical stability. It was

concluded that 6.5 mm wide-angle lenses were needed in order to satisfy

the requirements.

Both narrow-band and broad-band optical filters have been tested to

study their noise rejection capability. The former indeed blocked out

most of the ambient noise but also severely attenuated the returned

laser signal, while the latter demonstrated an inferior noise rejection

capability. It was found that, inside a laboratory and under normal

lighting condition, the most efficient way to reject ambient light while

maintaining sufficient intensity for reflected laser beam is to reduce

the aperture of the lens to the minimum value of f/16 with no filters on

it. This may be due to the nonlinearity of the internal electronic cir-

cuits of the camera heads. Extermely strong light sources should be

avoided since they will not be totally rejected even with a minimum

aperture.

A special-purpose hardware circuit was designed and constructed to

compute the image coordinates of an object point in both camera franes

and to send the data to the 11/70 computer. Details of the design and

implementation were presented.

The vision system is treated by the 11/70 as a regular peripheral

terminal. Their communication is based on a master-and-slave, hand-

shaking scheme. The software which enables the 11/70 to control the

scanning operation of the vision system hasalso been described.
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Chapter 4

CALIBRATION OF THE VISION SYSTEM

4.1 Introduction

The determination of the spatial coordinates (X,Y,Z) of a foothold

takes two steps. First, the image coordinates in both camera frames are

obtained through the interface circuit. Then, a projection ray is iden-

tified for the image point on each frame and the intersection of these

two rays yields the location of the foothold, a process which is known

as triangulation. The accuracy of the result depends on how precise

these projection rays are defined. This requires a proper camera model,

an accurate measurement of the internal geometric paraiieters of the

camera, and compensation to correct for lens distortion. Furthermore,

the coordinates computed have to be transformed from the camera CS

(Coordinate System) to the Hexapod body CS, which calls for the identi-

fication of the relation between the camera and the body CS's. These

subjects are discussed in this chapter. A pinhole camera model is

introduced in Section 4.2. Based on this model, the mapping between a

3-0 object point and its corresponding 2-0 image point is formulated.

In Section 4.3, procedures for camera calibration are described. In

Section 4.4, distortion caused by a wide-angle lens is characterized

by a polynomial and compensated accordingly. In Section 4.5, the

triangulation technique is described. The arrangement of camera
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installation by using two ball-socket heads and its effect on the common

field of view are presented in Section 4.6. The geometrical relation-

ships between cameras and the Hexapod body are identified in Section

4.7, with cameras being attached to the mounting frame by using fixtures

instead of ball-socket heads.

4.2 The Camera Model

The purpose of an analytic camera model is to relate 3-D coordi-

nates of points in object space to the 2-D locations of their images in

a digitized picture frame. An adequate and widely used model is the so-

called pinhole model in which the camera is represented by a pinhole

lens together with an image plane lying at distance of F behind the

lens, where F is the focal length of the lens. The model adopted here

is very similar to a pinhole model except that the image plane is placed

in front of the lens center to avoid the inconvenience of inverted

images. Fig. 4.1 shows such a camera model with a coordinate system

assigned to it. The origin of this camera CS is chosen at the upper-

left corner so that the image coordinates agree with those that are

generated by the image coordinate decoders. Note that the Z coordinate

is 0 for every point on the image plane. The coordinates of the lens

center in this coordinate system are denoted as (Xc,Yc,-F).

Based on this model, the relationship between an object point and

its image can be readily established. Given any point (X,Y,Z) in the

object space, its image (Xp,Yp) can be uniquely determined; and knowing

an image (Xp,Yp), one can identify the corresponding projection ray.

Referring to Fig. 4.1 and assuming that the 3-D coordinates of object
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Figure 4.1 The Camera Coordinate System.
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point 0 are (Xo,Yo,Zo), the straight line passing through 0 and the lens

center C can be characterized by the following equation:

Xo-X Yo-Y Zo-Z
X-Xc Y-Yc Z+F

In this equation, (XY,Z) are the coordinates of an arbitrary point

lying on the segment CO. Obviously, the image point (Xp,Yp,Zp) is one

of such points. Thus

Xo-Xp = Yo-Yp = Zo-Zp (4.2)
Xp-Xc Yp-Yc Zp+F

Recall that the Z coordinate of any point on the image plane is 0,

i.e.;

Zp=o (4.3)

Substituting Eq. (4.3) into (4.2) results in

Xo-Xp Zo _ Yo-Yp (4.4)
Xp-Xc F Yp-Yc

Therefore

(Zo/F) Xc+X o
XP = 1+(Zo/F) (4.5)

Yp = (Zo/F) . Yc+Yo

1+(Zo/F) (4.6)
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Since the picture is digitized, the image coordinates IX and IY are

integers with

IX = ROD(Xp/Dx) (4.7)

IY = ROD(Yp/Dy) (4.8)

Here ROD is the round-off function, Dx is the length of a pixel in the X

direction and Dy is the length in the Y direction.

On the other hand, if an image (IX,IY) is detected and it is de-

sired to find out the projection ray, one may proceed as follows.

Assuning that the image is located at the center of the pixel (IX,IY),

then its coordinates are

Xp = Dx.(IX-1/2) (4.9)

Yp = Dy.(IY-1/2) (4.10)

Zp = 0 (4.11)

The projection ray is expressed as follows:

X-Xp Y-Yp Z
Xp-Xc Yp-Yc F (4.12)

which can be written into a set of parametric equations

X = Xp+K. (Xp-Xc) (4.13)

Y = Yp+K. (Yp-Yc) (4.14)

Z = K.F (4.15)

with K as the parameter.
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4.3 Camera Calibration

To accurately locate a point in space by using vision, the relation

between a point on the image plane and the projection ray associated

with this point should be known precisely. This relation was esta-

blished in the last section by using a pinhole model with a front image

plane. During the derivation, the coordinates of the lens center

(Xc,Yc,-F) were assumed to be known. From Eqs. (4.5), (4.6), (4.13),

(4.14) and (4.15) it is clear the mappings between images and object

points are functions of these parameters. Hence, it is important to

precisely determine the location of the lens center as represented in

the camera CS. These internal geometric parameters are calibrated in

this section.

The calibration is done in two steps. First, the optical axis

of the camera is aligned to a specific direction and second, several

object points with known coordinates are shown to the camera to find

out their image coordinates. With these data, Xc, Yc and F can be

computed.

A wooden calibration frame was constructed and used to align the

optical axis. This frame has three axes which are perpendicular to one

another just like a Cartesian CS. Five tiny light sources were attach.d

at different locations as shown in Fig. 4.2. To align the optical axis

of the camera to the Z axis of the frame, the camera is placed in front

of the calibration frame and all light sources are lit up. The location

and orientation of the camera is then gradually adjusted and the pattern

105



z
5

3 4
2 

- - X

Camera 1

y
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Figure 4.3 Image Patterns for Aligning the Optical

Axis of a Camera.

(a) and (b) are Out of Alignment; (c)
is In Alignment.
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of the image is observed on a monitor. If the camera is out of align-

ment, five images will be seen on the screen as shown in Fig. 4.3.a and

4.3.b. If the camera is aligned, only four images are observed because

the images of light sources I and 2 are overlapped, as shown in Fig.

4.3.c. A surface level was attached on top of each camera as another

means to ensure the pitch angle is zero during calibration.

After alignment is achieved, the coordinates (Xi,Yi,Zi) of each

light source are measured manually. Then the image coordinates

(IXi,IYi) are obtained from the interface circuit. Thus, a 5-tuple

(Xi,Yi,Zi,IXi,IYi) is generated for each light source. From IXi and

IYi, the coordinates of the image point in camera CS can be found as:

Xpi = Dx.(IXi-1/2) (4.16)

Ypi = Dy.(IYi-1/2) (4.17)

Zpi = 0 (4.18)

where Dx=4b 4 n and Dy=36 4m.

For each light source, two equations in the form of Eqs. (4.5) and

(4.6) are obtained. They are

(Zi/F).Xc+Xi
Xpi 1+(Zi/F) (4.19)

Ypi= (Zi/F).Yc+Yi

1+( Zi/F) (4.20)
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Rearranging Eqs. (4.19) and (4.20) yields

Zi.Xc+F.(Xi-Xpi) = Zi.Xpi (4.21)

Zi. Yc+F.(Yi-Ypi) = Zi. Ypi (4.22)

It is clear that with the data of any two light sources (except 1

and 2 since they lie on the same line), four equations in the form of

Eqs. (4.21) and (4.22) may be derived and the three unknowns Xc, Yc and

F can be solved. A program, CENTER, has been written to take data from

two light sources and return the values of Xc, Yc and F.

Each of the two cameras was calibrated separately, and they did

exhibit different values of Xc and Yc. One important observation was

that the image of the optical axis, a point where the optical axis

intersects the image plane, does not coincide with the center of the

inage sensor. The image sensor has 244 rows and 248 columns hence the

image coordinates of the center of the image sensor should be (124,122).

However, it was found that the optical axis of camera I intersects the

image plane at (119,118). For camera 2 , that location is at (111,

113).

4.4 Lens Calibration

The existence of image distortion can be verified in at least two

ways. In one case, a picture containing the junction line of a wall and

the floor was displayed on a monitor. Physically it is a straight line,

but when observed on the screen, it became a curve, as shown in Fig.

4.4. In another test, eight light sources were placed in a horizontal

line with the distance between any two neighbors being equal. Then the
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Figure 4.4 Image Distortion Caused by a Wide-Angle Lens.
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image coordinates of each light were taken and compared. It was found

that the difference in image coordinate of two neighbors was smaller at

both ends.

To deal with the distortion caused by the wide-angle lenses, one

has to know the type of distortion, and whether it can be expressed

analytically and corrected.

Two types of distortion, barrel distortion and pincushion dis-

tortion [52], are the most common distortions that may appear in an

optical system. Their patterns of distortion are shown in Fig. 4.5.

Comparing Fig. 4.4 with Fig. 4.5, it is apparent that the distortion

exists in cameras used in this research is not of the pincushion type

but closer to the barrel distortion.

For barrel distortion, the amount of distortion is proportional to

the cube of the radius of an image [52]. The radius of an image is

defined as the distance between the image and the image of the optical

axis. Although the observed distortion may not be a pure barrel dis-

tortion, it is of similar nature. Thus it was considered reasonable to

express the distortion AR as a polynomial function of radius R, i.e.;

n Rn-i

AR KnRn + Kn_ R + .... + KIR + Ko  (4.23)

To collect distortion data, square-ruled papers were posted on a

blackboard. A light source was manually moved from one location to

another location. At each position, a 5-tuple (Xi,Yi,Zi,IXi,IYi) was

obtained as mentioned earlier. Using Eqs. (4.19) and (4.20), one can

find the distortionless image (Xpi,Ypi). The distance between this

point and the image of the optical axis is the non-distorted radius Ri.
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The image detected by the interface circuit, (IXi,IYi), is a distorted

image. Its radius is denoted as IRi. The amount of distortion ARi is

the difference of Ri and Mi. This is as illustrated in Fig. 4.6.

ARi = Ri-IRi (4.24)

Thus, a pair (6Ri,Ri) is generated from each 5-tuple. Program CACI

(listed in Appendix) reads a 5-tuple data fro. an external file, con-

putes (ARi,Ri), and stores them into another data file.

The next step is to fit collected data with a polynomial in the

form of Eq. (4.23). Two questions arise here with respect to the degree

of the polynomial and the determination of the coefficients. The

approach taken was to begin with the lowest degree possible (a first

order polynomial), and increase the degree by one each time, meanwhile

comparing the results of the curve fitting. The performance of an ruth

order polynomial is defined as

n 2

Sm = ARi - PM(Rid (4.25)
i=i

where Pm is the ruth order polynomial, n is the number of data points,

and Sm is the performance index of Pm.

A program POLYFT has been created for the above purpose. Given the

desired order m of the polynomial and the number of data points, it re-

turns the value of Sm and all the coefficients. The coefficients are

calculated by an algorithn based on a set of orthogonal polynomials

[53), and the polynomial thus obtained is, among all mth degree poly-

nomials, the one that best fits the data in the minimum-square-error

sense. If Sm is significantly smaller than Sm-i, then polynomials of
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degree m+1 should be tried and so on. Otherwise, Pm-1 would be chosen

che desired polynomial.

After going through the process just described, it was concluded

that a 4th order polynomial should be used. The coefficients for camera

I are

A4 -6.42E5

A3 7.8779E3

A2 1.6978K1

Al 1.11458E-1

AO 1.17956E-4 (4.26)

Those for camera 2 are

34 -6.432E5

B3 8.9594E3

B2 - 3.9178

B1 -6.7241E-2

LBO 8.38079E-5 (4.27)

Given these coefficients, lens calibration can be stated as

follows: given an distorted image(IX,IY), find the undistorted radius R

which may in turn be used to locate the distortionless image. From

(IX,IY), the quantity IR is computed. Combining Eq. (4.23) and (4.24)

results in

AR = R-IR = K4R
4 + K3 R3 + K2R2 + K1R2 + Ko  (4.28)
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Rearranging yields

K4R
4 + K3R

3 + K2R
2 + (KI-1)R + Ko = IR (4.29)

Therefore, by solving the real roots of a 4th order polynomial, the

value of R is obtained. Since images are inwardly distorted, the un-

distorted radius R must be greater than the distorted radius IR. This

condition can be used to choose the correct root in cases where there

are more than one real, positive roots. A program ROOT4 (see Appendix)

was written for this purpose using the Newton-Raphson method.

The lens calibration data are listed in Table 4.1 and Table 4.2.

Here IXD and IYD are the distorted image coordinates furnished by the

hardware circuit, IXUD and IYUD are the undistorted image coordinates

computed using the camera (nodel, and IXC and IYC are the compensated

values obtained by using the lens calibration procedure described above.

Table 4.1 is associated with Camera 1 and Table 4.2 is for Camera 2.

Note that without correction, the distortion may be as large as 10

pixels, and after compensation, it is reduced to within I pixel.

In the above analysis, distortion AR is expressed as a polynomial

function of the undistorted image radius R. It may also be possible to

represent AR as a polynomial function of the distorted image radius IR.

Then adding AR to IR would give the value of R. This approach is com-

putationally more efficient because it is not necessary to solve for the

real roots of a fourth order polynomial.
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TABLE 4.1

Lens Calibration Data of Camera 1.

(IXD and IYD are distorted image coordinates;
IXUD and IYUD are the undistorted coordinates;
and IXC and IYC are the compensated values.)

IXD IYD IXUD IYUD IXC IYC

1 220 110 233 109 234 109

2 218 69 233 60 234 61

3 216 42 233 27 234 27

4 214 30 233 10 233 11

5 219 18 243 -6 243 -7

6 222 44 243 27 243 28

7 224 70 243 60 243 61

8 190 18 200 2 201 2

9 164 14 167 2 168 2

10 168 85 167 84 168 84

11 136 51 135 51 135 50

12 136 68 135 68 135 68

13 136 84 135 84 135 84

14 103 83 102 84 102 85

15 76 12 69 2 70 2

16 49 16 36 2 36 I

17 47 29 36 19 36 18

18 19 16 -6 -6 -7 -8

19 15 54 -6 43 -7 43

20 13 81 -6 76 -7 76
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TABLE 4.2

Lens Calibration Data of Camera 2.

(IXD and IYD are distorted image coordinates;
IXUD and IYUD are the undistorted coordinates;

and IXC and IYC are the compensated values.)

IXD IYD IXUD IYUD IXC IYC

1 195 15 210 -3 210 -4

2 196 28 210 14 209 14

3 218 33 242 14 242 14

4 220 45 242 30 243 30

5 221 58 242 46 243 46

6 223 99 242 96 243 96

7 223 113 242 112 242 113

8 172 23 177 14 178 13

9 176 97 177 96 178 96

10 143 20 144 14 144 13

11 112 47 - i 46 -il 46

12 54 15 46 5 46 3

13 50 72 46 71 46 70

14 83 8 79 -3 79 -2

15 68 8 62 -3 62 -4
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4.5 Triangulation

It is clear that every object point has a single, well defined

image point. Thus, given an object point 0, the corresponding image

point V on the image plane is uniquely defined. The inverse mapping,

however, is not one-to-one. For each image point there is a line in

space, defined by the image point and the lens center, along which the

corresponding object point must lie. Additional information is needed

to determine the exact location of the object point. The standard

method for this purpose is called stereoscopy [54], and is based upon

the use of two pictures.

4.5.1 Mathematical Model Of Triangulation

For stereoscopic analysis, a binocular system can be represented as

in Fig. 4.7. Here, 0 is the object point to be located, 11 and 12 are

the image points on the two image planes, Cl and C2 are the lens centers

and D is the displacement vector between CI and C2. Knowing Ii and

CI, a vector RI is determined. Similarly, another vector R2 is

defined by C2 and 12. The intersection of RI and R2 gives the lo-

cation of 0. Mathematically, this can be written as

RI = D + R2 (4.30)

Let dl and U2 be the unit vectors along RI and R2, Eq. (4.30) becomes

aUl = D + bU2 (4.31)
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Figure 4.7 Triangulation using Two Cameras.
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where a and b are constants.

Ideally, RI and R2 should intersect at a unique point. However,

due to various errors, the two projection rays will in general fail to

intersect. A reasonable solution, proposed by Duda and Hart [54), is to

place 0 midway between R1 and R2 where the distance between them is

minimum, i.e.,

0 = [ao -+ (D+boU2)]/2 (4.32)

where ao and bo are the values of a and b that minimize

J(a,b) ll - (D+bU2) (4.33)

To solve for ao and bo , rewrite J(a,b) as

J(a,b) =[aUl-(D+bU2)].[aUl-(D+bU2)] (4.34)

Expanding Eq. (4.34) yields

J(a,b)=a2 - 2aU1D -'2abUl.U 2 + 2bU 2. D +'12 + b2  (4.35)

The conditions for minimizing J(a,b) are

dJ/da=O

dJ/db=U (4.36)

which lead to
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2a - 2U1 • (D + bU2 ) = 0 (4.37)

2b - 2U2 . (0- au) = 0 (4.38)

Substituting Eq. (4.37) into Eq. (4.38) and eliminating the variable

a gives

b + U2 • 0 - (U1.U2 )(Uj.D + bUtU 2 ) = 0 (4.39)

Solving for b results in

bo = (U1 U2 )(UI 0) - (U2.D) (4.40)
i - U2) 2

Similarly,

a0  - (UlD) - (U].U 2 )(U2, D) (4.41)
1- ( .)2

Finally, the position of 0 is

0& = ao.Ul (4.42)

or

0 = D + boU 2  (4.43)

4.5.2 Physical Considerations

In the above analysis, all positions and vectors are represented in

coordinate-free notations. For the actual arrangement of a binocular

system, two CS's are involved, one for each camera. Information such as

image coordinates (I and 12) and locations of lens centers (Cl and C2)

120



are expressed in two different CS's. Before applying the results from

4.5.1, it is necessary to define a common CS and refer everything to

it. Here, camera 1 CS is chosen as the reference CS (camera 2 CS can be

used as well). Furthermore, the geometric relation between the two

cameras must be known so that entities in the camera 2 CS can be trans-

formed to the camera 1 CS. This relation may be represented as a HTM

(Homogeneous Transformation Matrix) [55]. A HTM which describes the

spatial relation of two arbitrary CS's A and B is a 4 by 4 matrix de-

noted as bT , and the elements of this matrix are defined as Follows:
a

til t12 t13 t14

bT = t21 t22 t23 t24

a

t31 t32 t33 t34

o 0 0 1 (4.44)

where (t14,t24,t34) is the representation of the origin of the A CS in

the B CS. The column (t11,tZI,t3I) is the representation of the unit X

vector of the A CS in the B CS. Similarly, (t12,t22,t32) and

(t13,t23,t33) are the representations of the unit Y vector and the unit

Z vector of the A CS in the B CS. The 9 elements (t1,t12,...,t33)

specify the "orientation" of the A CS with respect to the B CS, while

the 3 elements (t14,t24,t34) contain the "displacement" information.

For example, bT for CS's A and B in Fig. 4.8 isa

0 0 -1 3
bT = 1 0 0 4

a

0 -1 0 -2

0 0 0 1 (4.45)
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By means of this HTM, the coordinates of any point (Xa,Ya,Za) in the a

CS can be transformed into the representation in the b CS (Xb,Yb,Zb) as

Xb Xa

Yb b Ya

Zb a Za

L 1 (4.46)

An important characteristic of a HMT bT is thata

aT (bT )-1 (4.47)
b a

Suppose that the image coordinates of 11 are (IX1, IYI). Then its

3-D coordinates as expressed in camera 1 CS are (X1,YI,Zl) where

X1=Ox. (IXl-1/2), (4.48)

Y1=Oy. CIY1-/2), (4.49)

Zi=O (4.50)

Tne coordinates of the lens center CI are (XCI,YCI,ZCI). The components

of vector Ri, (RXI,RYI,RZI), are simply

RX1=X1-XCI, (4.51)

RY1=YI-YCl, (4.52)

RZI=ZI-ZCI. (4.53)

Similarly, the coordinates of 12 and C2 are (X2,Y2,Z2) and (XC2,YC2,

ZC2), respectively, as expressed in the camera 2 CS. These entities

are transformed to camera 1 CS by using HTM T , i.e.;
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12' = 1 T 2 U (4.54)

C2' = IT 2 C2 (4.55)C22

R2 = 12' - C2'. (4.56)

The unit vectors UI and U2 are then computed as follows

U2= R24Ri21. (4.57)

The displacement vector D is the same as the 4th column vector of IT2

but without the last element I. That is,

DX =T 2(4,1),

Dy T 2(4,2)

lZ = T (4,3). (4.58)

Now with all vectors computed and expressed in the camera 1 CS,

one can substitute them into Eqs. (4.40) and (4.41) and find the

location of 0. The described triangulation is done by the program
1TRIANG which takes T2 , IXl,IY1,IX2 and IY2 as input data and

returns the coordinates of 0 in camera I CS.

4.6 Camera Installation Arrangement

The cameras are installed onto the Hexapod by using a n -shaped

frame, designed and built by the Mechnical Engineering Department, and

two KALT #5020 ball-socket heads (Fig. 4.9). A drawing showing the
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Figure 4.9 Picture of the Sail-Socket Heads.
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frame in relation to the Hexapod is given in Fig. 4.10. A picture

showing the physical mounting is given in Fig. 4.11. The cameras are

mounted directly to the ball-socket heads, which are then attached to

the frame through two mechanical adaptors (G and H). The frame is in-

stalled onto the Hexapod by screwing the bases BJ and DK tightly to the

existing structure so that it is rigid and stable. Adaptors G and H can

move along segment EF, thus the separation between the cameras is ad-

justable. Segment EF can slide up and down along segments AB and CD,

hence the altitude of both cameras is subject to change. These provide

sufficient flexbility in choosing suitable locations for the cameras.

Moreover, the ball-socket head allows a camera to be tilted and rolled,

and therefore adds two more degrees of freedom.

4.b.1 Altitude Of Cameras

With a 6.5 mm wide-angle lens, a camera can posess a 2 m wide

field of view at an altitude of 1.2 m above ground. Although the

structure allows a maximum height of 1.5 m and a larger working dis-

tance would provide wider field of view, the received intensity of an

imaye becomes weaker as a camera is installed higher thus the image is

more likely to be skipped by the image decoder. Also, lower camera

mounting would give better mechanical stability. Hence, it is advan-

tageous to keep the altitude of cameras lower so long as the field of

view is large enough to cover the area of interest.

4.b.2 Separation Between Cameras

The distance between the cameras will affect both the CFOV (Common

Field Uf View) and the accuracy of triangulation. A large separation is
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Figure 4.10 Camera Mounting Frame and the Body
of the Hexapod.
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Figure 4.11 Picture Showing the Physical Camera Mounting.
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desirable so that triangulation gives accurate result [37]. A smaller

separation, however, permits better CFOV. A compromise value, 40 cm,

was picked after a number of experiments.

4.6.3 Tilt And Roll Angles

A judicious selection of a tilt angle and a roll angle will produce

a better CFOV. The following analysis will verify this point. It in-

volves a series of coordinate transformation from the camera CS to the

body CS. Two intermediate CS's E and F are introduced to facilitate the

explanation. Fig. 4.12 shows a case in which both tilt and roll angles

are zero. The sizes of the camera and the ball-socket are exaggerated

to make the picture clear. The origin of the E CS corresponds to the

junction point of the moveable segment and the cone-shaped base. The

X axis is assigned to be along the direction of the segment, the Z axis

is perpendicular to the ground, and the Y axis is determined by the

right-hand rule. The origin of the F CS is at the center of the base of

the ball-socket head. The X axis is perpendicular to the base, the Z

axis is perpendicular to the ground, and again the Y axis follows the

right-hand rule. The camera CS, denoted as CA, is as described in

Section 4.2.

Regardless of the tilt and roll angles, the CA and E CS's are

related by a HTIA

" -1 0 Ix

E 1 0 0 ly
Tca U 0 1 lz

0 0 0 1 (4.59)
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Figure 4,12 Relationships Between Cameras and Hexapod Body

in Terms of Pitch and Roll Angles.

130

-Il>
-. - .. . i . .. . " I



To til1t the camera for an angle of ethe segment is rotated around

the Y axis for an angle of 9. At this position, the E and F CS's are

related by a second HTM

case 0 si no px

TF -Sine 0 cose 0

0 0 0 1 -(4.60)

Then, if the camera is rolled by an angle of , by rotating the base

about its X axis, the F and body CS's can be related by a third HTM

1 0 0 dx

B 0 C054, -siri dy
F U sing, cos i dz

0 0 0 1 (.1

Multiplying these inatrices, the relation between the CA and body

CS's is given by

TCA TF' E TCA

0 -Case sino lxcose +lzsin@ +dx+px

TC= cost -sinesin -sin~cose I xsi nssine+lycosoi,-lzsincosq +dy

sink si nocos. cos cose -lxsinecos +lysii +lzcosecoso+lz

(4. 62)
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Since the goal is to find the field of view as seen from the body

CS, it is appropriate to explain here how a field of view is determined.

A field of view is formed by the four intersection points of four vec-

tors with ground. These four vectors all originate from the lens center

but pass through a different corner of the image sensor, as shown in

Fig. 4.13. Knowing the 3-0 coordinates of the lens center and the four

corners in CA CS, these vectors can be computed. By using HTM T, these

vectors can be expressed in the body CS. The ground, when represented

in the body CS, is a plane characterized by an equation Z=k, with k

depending on the altitude of the body. By solving for the intersections

of four lines and one plane, four points are obtained, and the trapezoid

defined by these points is the field of view. The following example

illustrates the concept outlined above by finding the point of inter-

section of the vector C4 and the ground. The other three vectors can be

treated in exactly the same way.

The coordinates of the lens center are (Xc,Yc,Zcl, and those of

corner 4 are (X4,Y4,Z4) with

X4= 248.Ox,

Y4=244. Dy,

Z4=O (4.63)

These coordinates are transformed into the body CS by

X41 X4  Xc Xc

SBTCA 4c BT CA

Z41 Z4 Zc' Zc

(4.64)
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Figure 4.13 The Four Vectors Determining the
Field of View.
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The line that passes through C and corner 4 can be described by the

following parametric equations:

X=X4'+m(X4'-Xc'

Y=Y4'+m(Y4'-Yc' )

Z=Z4'+m(Z4'-Zc' ) (4.65)

Recall that the ground is a plane with Z=k, which means that for the

intersection point

k=Z4'+m(Z4'-Zc' ) (4.66)

thus the unknown m=(k-Z4')/(Z4'-Zc') and the value of X,Y and Z are

now computed.

A program, FOVF, is available which generates the coordinates of

the four vertices of the field of view for given tilt and roll angles.

The resultant field of view is displayed on the HP graphic terminal so

that one can easily see if it covers the area of interest. Fig. 4.14

through Fig. 4.17 are typical results generated by FOVF. Both tilt

and roll angles are zero for the case of Fig. 4.14, which means that

both cameras look straight down to the ground. Note that leg 1 is

barely covered by the camera on the right-hand side, thus it may miss a

foothold that is to the left of leg 1. Also note that the front (and

rear) edges of the two field of views fail to overlap each other. This

is due to the non-ideal location of the lens center with respect to the

focal plane, as discussed in Section 4.3. Fig. 4.15 is the result

produced by a tilt angle of 20 degrees and a roll angle of 0 degree.
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Figure 4.14 CFOV with a Tilt Angle of 0 degree and a
Roll Angle of 0 degree.

Figure 4.15 CFOV with a Tilt Angle of 20 degrees and a
Roll Angle of 0 degree.
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Figure 4.16 CFOV with a Tilt Angle of 0 degree
and a Roll Angle of 20 degrees.

Figure 4.17 CFOV with a Tilt Angle of 20 degrees

and a Roll Angle of 5 degrees.
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The field of view of both cameras are tilted forward, and the coverage

of the area of interest does not improve. For the case of a pure roll

angle, as shown in Fig. 4.16 where the tilt angle is zero and the roll

angle is 20 degrees, the result is not satisfactory either in terms of

the coverage of the area of interest. With a judicious choice of tilt

and roll angles, however, the CFOV can be greatly improved as seen in

Fig. 4.17, where the tilt angle is 20 degrees and the roll angle is 5

degrees.

4.7 Geometrical Relationships Between Cameras And The Hexapod Body

After some experiments, it was observed that the ball-socket head

was not rigid enough to lock itself to the selected pitch and roll

angles. Thus the geometrical relationship between the cameras and the

body could drilt away from what it should be, and an error is introduced

as the coordinates of a foothold are transformed from the camera CS to

the body CS. To eliminate this problem, the ball-socket head was re-

placed by fixtures which allow the cameras to be more tightly attached

to the mounting framne. Fig. 4.18 shows the top view of this arrange-

ment. Fig. 4.19.a shows that Camera I being attached to the right fix-

ture, and Fig. 4.19.b shows the physical connection between Camera 2 and

the left fixture. With the new fixtures, the relationships between

cameras and body are different from those when ball-socket heads were

used and must be reidentified.

The geometrical relation between two CS' s can be decomposed into

two parts: position and orientation. In an HTM, orientation is repre-

sented by the upper-left 3 x 3 matrix and position is treated as a

vector in the rightmost column. Relating to the physical setup,
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Figure 4.18 Top View of the Cameras, Fixtures, and

the Horizontal Bar.
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(a)

(b)

Figure 4.13 Pictures Showing Cameras Being Attached to
Fixtures. (a) Camera 1 and the Right Fixture;I(b) Camera 2 and the Left Fixture.
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the position component relates to where a fixture is placed on the

frame. Changes in position can be made by sliding a fixture up and

down, in and out. Since the fixtures were cut in a special way, there

is only one possible orientation once a camera is fastened onto it.

This unique orientation may be identified by examining the structure of

the fixture. Fig. 4.20 shows the top and two side views of the right

fixture. The left fixture is a mirror reflection of the right one.

To help the explanation, another CS, called the F (Fixture) CS, is

introduced and has its origin at point I as shown in Fig. 4.20. Several

observations which lead to the determination of the orientation of a

camera with respect to the right fixture are as follows:

(1) the X axis of camera CS coincides with vector 42,

(2) the XZ plane of camera CS lies on the plane passing through

points 1,2 and 3, (thus the negative Y axis of camera CS has the

same direction as the normal vector of plane 123), and

(3) the Z axis is completely specified by the right hand rule once

the X and Y axes are located.

The actual computation is as follows. First, the coordinates of

points 1,2,3 and 4 are found to be (0,0,0), (1.1, 0, 3), (-0.45, -5,

0), and (0.6, -5, 3) respectively as expressed in the F CS. Vectors

formed by these points are computed as:

-V12 = (1.1, U, 3)

V23 = (-0.45, -5, 0)

V4 2  = (0.5, 5, 0) (4.67)
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By observation (1), the representation of the X axis of camera CS in

the F CS is the same as V4 2. Thus

X = (0.5, 5, 0) (4.68)

The cross product of V12 and V23 yields the normal vector of the plane

123, which may be computed by evaluting the determinant of the following

3x3 matrix:

x y z

V12 x V 2 3  1.1 0 3 (4.69)

-0.45 -5 0

The result is N = (15, -1.35, -5.5). After normalization, the normal

vector N becomes (0.9355, -0.0842, -0.343). By observation (2), The Y

axis of camera CS is represented as (-0.9355, 0.0842, 0.343). The Z

axis is then computed as the cross product of X and Y as follows:

x y z

X x Y 0.0995 0.995 0 (4.70)

0.9355 0.0842 0.343]

which gives Z = (0.341, -0.0341, 0.9392).

With X, Y and Z computed as above, the orientation portion of

dT is completely specified as shown below:
C Al

0.0995 -0.9355 0.341 px

BT 0.995 0.0842 -0.0341 py (4.71)

CAl 0 0.343 0.9392 pz

0 0 0 1
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The position component (px,py,pz), which represents the coordinates of

the origin of camera CS as seen froin body CS, can usually be obtained by

manual measurements. For instance, the position vector of camera 1 for

the present installation is (-0.011, 0.14, -0.48) and that of camera 2

is (-0.011, -0.163, -0.48).

B
Therefore, T is

CA1

0.0995 -0.9355 0.341 -0.011

B 0.995 0.0842 -0.0341 0.14

CAl 0 0.343 0.9392 -0.48

0 0 0 1

B
The unit of all the numbers in T is the meter.

C Al

Camera 2 was mounted to the frane by using the left fixture,

whose structure is shown in Fig. 4.21. By going through the same

derivation, T can be identified as:
C A2

0.0995 -0.9355 0.341 -0.011

3 TCA2 = 0.995 -0.0842 0.0341 -0.16 3  (4.73)

0 0.343 0.9392 -0.48

0 0 0 1

It should be emphasized again that, for both T CAI and BTcA2, the

3 x 3 orientation ,natrix is permanently fixed and will never change
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unless new fixtures with different structures are used. However, the

position vector may vary as fixtures are moved around. Hence, it is

necessary to measure px, py and pz whenever fixtures are relocated

to new locations.

Fig. 4.22 shows a picture of the OSU Hexapod with the vision

system installed on it.

4.8 Software Organization Of Triangulation

The conversion from image coordinates to three-dimensional spatial

coordinates is summarized in a flowchart shown in Fig. 4.23. Image

coordinates (IXI,IYI,IX2,1Y2) are provided by the interface circuit and

are brought to the computer by subroutine VID as described in Section

3.6. The distorted image radii IRI and IR2 are computed using these

data. Distortion compensation is then performed to find the non-

distorted radius RI and R2 by calling subroutine ROOT4. After the un-

distorted images are located on both frames, projection rays V1 and V2

are constructed by using camera models. All quantities represented in 1

the Camera 2 CS are transformed to the Camera 1 CS using HTM 1T2 '

Specifically, V2 is represented as V2' in Camera 1 CS. The intersection

of VI and VZ' gives the coordinates of the object point in Camera 1 CS.

They are then transformed to the body CS through BTCA I

4.9 Summary

Four subjects were discussed in this chapter, including camera

calibration, lens compensation, triangulation, and identification of the

geometrical relationship between cameras and the Hexapod body.
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Figure 4.22 Picture of the OSU Hexapod After Installa-
tion of the Vision System.
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Fetch image coordinate
(IXI, IYI, 1X2, IY2)

from interfacd circuit[ opte distorted radii
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to ( y Z)8

Figure 4.23 Flowchart of Program TRIANG.
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The camera model used in this work is a modified pin-hole nodel in

which the focal plane is placed before the lens center. Camera cali-

bration was performed to find the location of the lens center with

respect to the focal plane. Ideally, the image coordinates of a lens

center should be (124,122). However, it was found that the actually

values are (119,118) and (111,113) for Camera 1 and Camera 2, respec-

tively.

The wide-angle lenses introduced considerable image distortion,

which was represented as a fourth order polynomial function of the un-

distorted image radius R. Lens compensation was performed on the di-

storted image coordinates so that the corrected image coordinates are

approximately 1 pixel away from the undistorted values.

The three-dimensional coordinates of an object point were recon-

structed from the compensated image coordinates of both cameras using

triangulation method. Coordinate transformations were performed to

bring all mathematical entities from Camera 2 CS to Camera 1 CS and from

Camera 1 CS to body CS. The effect of tilt and roll angles on the

common field of view was also presented.

The geometrical relationship between cameras and the vehicle body

was identified by analyzing the physical structure of the fixtures

through which caneras were mounted onto the Hexapod body.
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Chapter 5

ALGORITHMS FOR EVEN TERRAIN LOCOMOTION

5.1 Introduction

As described in Chapters 3 and 4, the binocular vision systemn

enables the Hexapod to perceive a specified foothold and the triangu-

lation technique helps the vehicle to locate the foothold with respect

to its current position. The next task the machine should do is to move

in such a way that its right/left front foot steps on the designated

foothold. This difficult task, which includes the control of each

individual joint and the coordination of all 18 joints in real-time, is

nandled by sophisticated software algorithms inside a PDP-11/7} coin-

puter. Functionally speaking, the software nay be divided into three

levels. The lowest level, which deals with the servo control loop in

generating commanded joint rate voltages by using a linear, error-driven

scheme, is described in detail in [56]. The intermediate level, called

the motion planning/execution level, is devoted to the computation of

the desired position and velocity of each leg at each instant as seen

from the center of the body. This involves the formulation of the

kinematic equations which convert the Cartesian coordinates of a foot

into the three corresponding joint angles and the reverse, the utili-

zation of the inverse Jacobian matrix to obtain the desired joint rates
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from linear rates, the specification of the behavior of a supporting leg

as viewed from vehicle body as the Hexapod is moving, and the generation

of the trajectory of a foot in the transfer phase. A complete and de-

tailed discussion of the above issues is given in [56). The activities

at the top level, namely the locomotion-cycle level, will be considered

in this chapter. In Section 5.2, a particular gait suitable for FTL

control is selected. The questions as to when, where, and how the body

should inove are addressed in Section 5.3. Particularly, a finite-step

heuristic algorithm is devised to guide the center of body so that the

stability margin is optimized. Section 5.4 explains the checking of the

kinematic limit of every joint to prevent the Hexapod from getting into

an undesired situation. Two approaches to updating the coordinates of

the footholds as the Hexapod is moving are discussed in Section 5.5.

5.2 Selection of a Proper Gait

A gait is a sequence of events of leg lifting and leg placing. The

problem of choosing a gait is to determine, within a locomotion cycle,

which leg should be lifted up, how long it stays in the transfer phase

before being placed down, and which leg should be lifted up next. With

the gait defined, the legs in the supporting phase and in the transfer

phase are known so that appropriate treatment is applied to each leg.

For a six-legged vehicle, there are millions of possible gaits [4].

However, only a snall number of them are suitable for FTL operation. In

this node, the middle legs have to step to the locations which were

occupied by the front legs, and the rear legs must follow the footprints
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of the middle legs. Thus, in the same locomotion cycle, the front legs

ought to move before the middle legs, and the rear legs should act only

after the middle legs have completed the transfer phase; otherwise leg

interference will occur. With the assunption that only one leg moves at

a time, all gaits that satisfy the above requirement are shown in Fig.

5.1. Note that the legs of the Hexapod is labeled in the following way:

leg 1 is the left, front leg; leg 2 is the right, front leg; leg 3 is

the left, middle leg; leg 4 is the right, middle leg; leg 5 is the left,

rear leg; and leg 6 is the right, rear leg. An inspection of the tree

in this figure reveals that the right and left subtrees are mirror

images of each other; i.e., by replacing '2' with '1', '4' with '3',

and '6' with '5', the right subtree becomes identical to the left one.

Due to this symmetry, it is sufficient to consider only one of the sub-

trees for further analysis. Among the 10 sequences in the left subtree,

two are especially interesting. One is the sequence 1-3-5-2-4-6 and the

other is 1-2-3-4-5-6. The former represents the case in which all three

legs on the left side of the vehicle move before the ,notion switches to

the right hand side. For the latter sequence, legs on each side move in

an alternating way. The rest of the sequences are combinations of these

two basic sequences. Furthermore, for purpose of this dissertation,

sequence 1-3-5-2-4-6 is preferred over 1-2-3-4-5-6 because it has

"physical symmetry", which is an important property and is commonly

observed in animal motions [4]. A thorough study of this class of gaits

(regular symmetric gaits) has been performed by Sun [39]. Therefore,

1-3-5-2-4-b was chosen as the gait to realize FTL motion.
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5.3 Navigation of the Body

5.3.1 Timing--When Should the Body Move

With the sequence 1-3-5-2-4-6, a locomotion cycle begins at the

moment when leg 1 is lifted up and ends when leg 6 is placed down. The

timing which governs the motion of each leg is well defined. The ques-

tion that remains to be answered concerns the motion of the body with

respect to time; that is, whether it should nove at a constant velocity

throughout the whole cycle as in the case of wave gait locomotions [4],

or whether the speed should be nonuniform and the body would only move

for a portion of a cycle. Investigation of this issue requires the fol-

lowing definitions. Definitions 1 and 2 were given by McGhee in [4].

Definition 1: the supporting polygon of a mobile vehicle is a two-

dimensional point set in a horizontal plane consisting of the convex

hull of the vertical projection of all points of contact of each sup-

porting foot.

Definition 2: the longitudinal stability margin of a supporting

polygon is the shortest distance from the vertical projection of the

center of gravity to an edge of this polygon as measured in the line of

travel.

The timing problem mentioned above was evaluated in terms of the

longitudinal stability margin, and the following example should provide

some insight to this issue.

For simplicity, only straight-line motion will be considered and it

4ill be assumed that only one leg is in the transfer phase at a time.

Fig. 5.2.a shows the position of the center of body and the supporting

polygon when leg I is moving forward. The front boundary of the polygon
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is defined by the foot tips of leg 2 and leg 3, which remain fixed

before leg I is placed down. Clearly, if the body moves simultaneously

with leg 1, its center would become closer and closer to line 32, which

means that the longitudinal stability margin is strictly decreasing.

Apparently, this is not a good choice. For the same reason, a similar

outcome would be observed if the body tried to move while leg 2 is

moving. Hence, it is concluded that the body should not move when leg 1

or leg 2 is in the transfer phase.

Fig. 5.2.b represents the case in which leg 3 is in the air. It is

evident that, compared with the front legs or the rear legs, the middle

legs have very little influence on the shape of the polygon as well as

the stability margin, especially the longitudinal margin.

The next figure, Fig. 5.2.c shows the case in which the body has

not moved since the beginning of the locomotion cycle and leg 5 is in

motion. The center of the body is very close to the rear border 36 and

the machine is in a dangerous position. This suggests that the vehicle

Dody should nove forward some distance before leg 5 takes off. Indeed,

by doing so, the stability margin is greatly improved as seen in Fig.

5.2.d.

The timing diagramn shown in Fig. 5.3 summarizes the foregoing

discussion. It shows the intervals for leg movement, body notion and

visual data acquisition. Events take place in a purely sequential

fashion. Since all legs are in the supporting phase when the body is

,noving, this gait has the advantage of longitudinal stability margin in

addition to progranming simplicity. The drawback is that it is slow.

The length of a cycle can be reduced by allowing two events to occur

concurrently. Fig. 5.4 shows that 5ody motion is overlapped with the
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action of the middle legs. Foothold acquisition may also be overlapped

with other events as shown in Fig. 5.5. This requires the multitasking

of ;notion planning/execution module and vision software.

In terms of the software implementation, these three events were

defined as LEGMOTION, BODYMOTION and FOOTHOLDFETCH. The flow of the

events and the transitions from one to another are shown in the flow-

chart in Fig. 5.6. The activity represented by the flowchart is added

to the existing motion planning/execution loop. Upon entering, the

present event is identified and then the corresponding action follows.

For a FOOTHOLDFETCH event, the vision subroutine is invoked and tri-

angulation is performed to compute the spatial coordinates of the next

foothold. The Y coordinate is used to distinguish footholds for leg I

and leg 2. A variable, LEGLIFT, is defined to indicate the particular

leg that is currently in the transfer phase. At the completion of

FJOTHOLDFETCH, activity is switched to LEGMOTION. Each leg spends a

fixed amount of time (determined by parameter LIFTTIME) in the transfer

phase. If time has not expired yet, it continues to inove toward the

specified foothold. When the time is up, the next event has to be

determined depending on the transferring leg. If it is either leg 1 or

leg 2, the following event is still LEGMOTION, and LEGLIFT is updated as

leg 3 or leg 4, respectively. If it is leg 3 or leg 4, BODYMOTION will

be the next event. Otherwise, it must be either leg 5 or leg 6 and

FOOTHOLOFETCH should follow. The vehicle body is allowed to move for a

period of time specified by the paraneter PERIOD. When this is done,

the next event becomes LEGMOTION again and LEGLIFT is modified. The

destination toward which the body is moving is discussed in the next

section.
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5.3.2 LDestination--Where Should the Body Move

For FTL operation, destination of each leg is its foothold (FTH),

which is specified explictly as follows:

FTHU[I, K + 1] = FTHD[I-2, K] for I = 3, 4, 5, 6

FTHD[I, K + 1] = Assigned by operator for I = 1, 2 (5.1)

where I is the leg number and K+1 indicates the (K+1)th locomotion

cycle. The next supporting polygon is actually known before the next

cycle starts once the footholds are selected by the operator. This is

illustrated in Fig. 5.7, where the present polygon is defined by points

1,2,3,4,5 and b and the next polygon is defined by points a,b,1,2,3 and

4.

While tn destinations of legs are well defined from one cycle to

another, the destination for the center of the body is less clear. If

trie current location of the center is at point C (Fig. 5.7), it is

necessary to find a point C' within the next polygon dS its destination.

The following study attempts to find a point which would produce the

naximal stability margin.

Before proceeding any further, an important distinction must be

made here to distinguish the optimization procedure to be presented and

the theory which has been proved for optimally stable wave gaits. In

1973, Umnov and Bessonov [57] proved that for forward, straight-line

locomotion with a given duty factor (the duty factor, pi, of leg i is

the fraction of a locomotion cycle during which leg i is in contact with

the supporting surface), there is a wave gait which gives an optimal

longitudinal stability margin. An optimally stable wave gait has the
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following properties: (1) it is symmetric, and (2) the phase difference

from front to back leg on each side is equal to 1-p (p is the duty

factor for all legs), which implies that the rear legs move before the

middle legs and the middle legs act before the front legs on both sides.

According to this definition, the FTL gait (1-3-5-2-4-6) is not an opti-

mally stable wave gait. Consequently, for any p, the stability of a FTL

gait is less than that of a wave gait. In fact, FTL gaits and wave

gaits are two different famnilies of gaits whose intersection is einpty,

as illustrated in Fig. 5.8. While Umnov and bessonov showed that the

wave gait is optimal, among all possible gaits, for a special type of

locomotion (forward, straight-line motion), the optimal algorithm

developed in tile next section attempts to find an optimal stability

margin for any given gait with respect to any kind of motion. Thus, the

optimal algorithm can be applied to FTL gaits as well as any other kind

of gaits.

5.3.2.1 The Optimally Stable Point (OSP)

A few definitions are needed in order to identify the problem

associated with finding of an optimal destination for the body.

Definition 3: The stability margin of a legged vehicle is the

shortest distance from the vertical projection of the center of gravity

of the body to each side of the supporting polygon.

Note that the stability margin is an extention of the longitudinal

staoility margin by considering not only the margin in the line of

travel, but also margins in all other directions.
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Definition 4: The Optimally Stable Point (OSP) of a supporting

polygon is the interior point that produces the maximal stability margin

when the center of gravity is projected onto it.

With these definitions, the problem to be solved may be stated as

follows: given an arbitrary, convex, N-sided polygon, find its OSP.

Note that for Hexapod locoinotions, N may be 3, 4, 5 or 6, while for

a general ?-legged walking machine, N may be greater than 6.

Three approaches were considered in computing the OSP of an arbi-

trary polygon. They are described below.

5.3.2.2 The Analytical Method

This approach first determines the equation of each side and then

expresses the distance fro, an arbitrary point (x,y) inside the polygon

to each side as a function of x and y. Generally, N distances, denoted

as [dl,d2,...,dn] would be obtained. The minimum of them is then

maximized. A similar problem, which requires the minimization of the

maximal joint angle of a multi-jointed manipulator, has been solved by

Klein and Huang based on the z-norm concept [58]. Although an exact

solution requires that z be infinity, they demonstrated that the result

obtained with x being 6 is close enough. While their problem was the

minimization of a maximum quantity, the problem encountered here is to

naxinize a minimum value. However, the latter can be transformed into

the fornier by substracting each variable from a constant. That is, to

maximize the minimum of [d1 ,d 2 , ... ,dn], these N quantities can be first

transforned into [C-d 1 ,c-d 2 ,...,c-dn]. If di is the minimum of

Ldl,d2,...,dn], then c-d i will be the maximal of [c-dl,c-d2 ,...,c-dn].

Thus, the minimization of c-d i implies the maximization of di. To
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minimize c-di, the .- non- of [c-dl,c-d 2 ,...,c-dn ]  is used as a cost

function, whose partial derivatives with respect to x and y are set to

zero, respectively, to generate the equations needed for a minimal con-

dition. If these equations can be solved analytically, the one can take

the limit as i goes to infinity to find the result. Otherwise, dif-

ferent values of x ,way be substituted into the equations and numerical

methods are then employed to compute the solutions. An example which

illustrated the foregoing method is provide in 'L59].

As mentioned above, t must e infinity to produce an exact solu-

tion, and there is no guarantee for a closed-form solution. However, if

a smaller value of t, say 6, can always yield a result that is close

enough, this approach inay be consilered to compute the OSP for real-time

control environments.

5.3.2.3 The Geometrical Method

This approach is best illustrated by examples. Consider the case

of a triangle, which is the simplest polygon. It is evident that the

OSP exists and is unique for all triangles. The OSP is located at the

intersection of the three angular bisectors as shown in Fig. 5.9.

Therefore the problem of finding the OSP is solved for any tripod-gait

locomotion. Also note that the distances from this point to all sides

are the same. This observation leads to the following theorem:

Theorem 1: If there exists one point 0 inside a polygon P such

that the distance from 0 to each side is the same and is equal to S,

then 0 is the optimally stable point and S is the maximal stability

margin of P. Furthermore, 0 is located at the intersection of all the

angular bisectors of P.

163



/

\c
b,

Figure 5.9 The Intersection of the Three Bisectors
Gives the Optimally Stable Point.

B CD

As

S '

0

Figure 5.10 Portion of a Polygon Whose Angular
Bisectors Intersect at a Single Point 0.

164



/

Proof: refer to Fig. 5.10, which shows a portion of polygon P.

It is obvious that AABO is similar to ACBO, thus 0 lies

along the angular bisector of angle ABC. Indeed, by

connecting 0 to any vertex, it is apparent that 0 is a

point along that bisector. Therefore, 0 is located at the

intersection of all bisectors.

Since 0 is the intersection of all bisectors, by

connecting 0 to all vertices gives h triangles, and 0 is

the common vertex of all triangles. If point 0 is noved

away from its location, it would be inside a triangle, say

AIOD. It is evident that the distance from 0 to side BD

is now less than S. Hence, 0 must Se the OSP. Q.E.D.

Definition b: A polygon whose angular bisectors intersect at

unique point is called a "BI polygon". Tne set of all BI polygons

is denoted as 81P.

Definition 6: A polygon is regular if and only if (1) all its

sides have the same length, and (2) all its internal angles are equal.

From Theorem 1, it is evident that the geometrical method may be

applied to only the set of BIP, which is only a small portion of the set

of all polygons. Note that the set of regular polygons is a subset of

dIP. One interesting property of a regular polygon is that the OSP is

also its geometric center, which is defined as follows:

Definition 7: The coordinates (XgcYg c ) of the Geometric Center

(GC) of a N-sided polygon is defined as follows:
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Xgrc  (X1+X2+...+X n )/N

Ygc (YI+Y2+'"+Yn )N (5.2)

where Xi and Yi are the coordinates of the ith vertex.

Theorem 2: The angular bisectors of a regular polygon P inter-

sect at a single point 0, which is also the geometric center of P.

Proof: assume that P has N sides, its N vertices are labeled as

V0 through Vn_1, and the coordinate system is defined in such

a way that 0 is the origin and the X axis passes VO . It is

also assumed that the distance from 0 to each vertex has

been nomialized to oe 1. This arrangement is shown in Fig.

5.11. It is evident that the Cartesian coordinates of Vk are

(cos(ke), sin(ke)) where e is 2z/N, thus

r
Xgc = 1 [cos(J) + cos(e) + cos(2e) + ... + cos(n-1)e] (5.3)

1
Ygc = [sin(U) + sin(e) + sin(29) + ... + sin(n-1)o] (5.4)

Eqs. (5.3) and (5.4) resemble the following trigonometric

equations

cos + cos( + ) + cos( + 2) + + cos (€ + (n-1)a)

sin na
s 2 n-i (55)

sin a 2
2
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sine+ sin(m, +a) + sin( + 2a) + .... + sin (€ + (n-i)a)

na
sin- 2- 0 si n ( + n-1 (.6

sin a- 
56

2

Comparing them reveals that

xgc sin cos( - 1 ) =0 (5.7)
sin -

Y'c - sin sin( n-1 -i) = (5.8)
nsin -N

Therefore 0 is also the GC of P. Q.E.D.

To show that this nethod can not be generalized to handle an

arbitrary polygon, a counter-example is provided in Fig. 5.12, where

the polygon is a rectangle. It is evident that in this case the four

angular bisectors do not intersect at one point. 4oreover, the OSP is

not unique since every point along the segment AB will yield the same

stability margin which is ith respective to L2 and L4. This example

brings out two points: (a) the bisectors of an arbitrary polygon

generally do not intersect at one point, and (b) the OSP may not be

unique.

Since the geo'etrical approach of finding the intersection point

can only be applied to BIP, a more general method is needed to deal with

an arbitrary polygon. This motivation leads to the development of the

Following algoritin.
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5.3.2.4 A Heuristic Algorithm

More definitions are needed in order to describe this algorithm.

Definition 8: Two polygons PI and P2 are similar to each other if

and only if (1) every pair of corresponding angles are equal, and (2)

tne ratio of the length of the corresponding sides is a constant, i.e.,

l~j I V2  kn I r (5.9)

IV1 IV2 1IV3 1N

where Vi and Vi' are side i of PI and P2, respectively. The similarity

between P1 ana P2 is denoted as P2=r(P?).

Definition 9: To "shrink" a polygon P by D, a line is drawn in

parallel to each individual side and is moved D inward from the original

side, as shown in Fig. 5.13. The shrunken polygon is denoted as SP.

Definition 10: SP is degenerated if P is an N-sided polygon while

SP has less than N sides.

To fulfill this algorithm, the following procedures should be

followed after an initial polygon (IP) is given:

(1) let K = I and P(1) = IP, where the index K

indicates the number of iterations.

(2) Compute the geometric center of P(K).

(3) Compute the distances from GC (Geometric Center) to each

side of P(K). N distances, (d1 ,d2 ,...,dn), would be

obtained. Let the minimal of them be Dk i.e., Dk

MIN(dl,d2, ... ,dn)•
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Figure 5.13 Shrinking a Polygon by D.
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(4) "Shrink" P(K) by Dk and denote the shrunken polygon as

SP(K). Note that SP(K) may be (i) "similar" to P(K),

(ii) degenerated, or (iii) neither (i) nor (ii).

(5) Examine SP(K) to see if it can be further shrunk.

Since the most simple type of polygon is a triangle,

SP(K) has to be at least a triangle or have more than

three sides to continue the shrinking process. If SP(K)

can be processed further, let K = K+I, P(K) = SP(K-1)

and repeat steps (2) through (4). Otherwise, SP(K) may

be a point or a segment, then go to step (6) and the

process is terminated.

(6) Th optimal stability margin is

o = si Dk  (5.10)

k=1

The following discussion is intended to show that the above algor-

ithn indeed generates an optimal stability margin. The analysis is

divided into two parts, one deals .ith the cases where ,'.<), t i ;irst

shrunken polygon, is similar to IP, and the other har.e situations in

which SP(1) is NOT similar to IP.

5.3.2.2 Cases Where SP(1) is Similar to IP

Theorem 4: SP(1) is similar to IP if and only if the term

cot( -) + cot(_0 +1)

2 2
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is a constant for every side of IP. The parameter IVil is the length of

side i, and ei and 0i + 1 are the two angles associated with it.

Proof: Let Vi and Vi' De the ith side of IP and SP(). Refer to

Fig. 5.14, which shows portion of IP and SP(M) with Vi and Vi'

Doth present. If IP is shrunk by D to produce SP(1), it is

clear that

IVil = IVi I + a + b

= lVi I + D cot(+-)+D • cot(- - +- )

2 2

V I + D [cot(21) + cot( '+)]

Rearranging Eq. (5.11) gives

Vil = IV~i -D [cot(-'t ) + cot(9i_1)] (5.12)
2 2

Hence the ratio between lVi'i and lVil is

lVi'l - D • [cot( 2 ) + cot( ei+ ]

2 2
lvi I lvi I

1 - D [cot(O-i-) + cot(' '+I)]/ 1 i 1 (5.13)2 2

Since 0 is the same for each pair of sides, the ratio for any pair of

sides would be the same if the term

cot( a-) + cot( 9 i+1)

2 2
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is a constant. If this the case, then SP(1) is similar to IP by

definition b. Q.E.D.

Theoren 4: If P2 = r(P1 ), [dld2,...,dn] is the distances froma the

GC of P1 to its sides, and [dl',d2', .... dn'] is those of

P2, then

= r (5.14)dl dl dn

Proof: One may assign a coordinate system to PI

and P2 , respectively. The origin of this coordinate

system is at vertex 1, and each side is represented as a

vector, as shown in Fig. 5.15. Following this notation,

the Cartesian coordinates of the vertices of PI are:

1(x,y) (0,0),

2(x,y) V1,

3(x,y) V1 + V2 ,

n(x,y) V1  + V2  + ... + Vn I. (5.15)

and those of P2 are:

L'(x,y) = (O,),

2'(x,y) = V1',

3'(x,y) V 1j' 
+  V2

n'(x,y) = V1 ' + V2 ' + ... + Vn- ! '. (5.16)
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Thus the coordinates of the GC of P, are

GC(x,y) = 10 + VI + (VI + V2 ) + ... + (VI + V2 + ... + VnI)]/N

= [(n-1)V1 + (n-2)V2 + ... VnI/N

= (Xgc, Ygc) (5.17)

and those of P2 are

GC'(x,y) = [(n-!)Vl ' + ( n- 2 ) v 2 ' + . . . +v n I ' ] / N

= (Xgc' ,Ygc' ) (5.18)

Since P2  r(Pi), thus

Y
IVi i (5.19)

Substituting Eq. (5.19) into (5.1) and comparing the result 4ith (5.17)

reveals that

Xgc' = r Xgc

Ygc' = r Ygc (5.20)

Let the equation of VI in P1 coordinate systemn be

a X + b Y = c (5.21)

Since this line passes through the origin, thus c must be zero and the

equation becomes

a X + b Y =0 (5.22)
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Since VI' is parallel to VI, the equation of V1 ' in P2 coordinate syste~n

is also a X + b Y = 3. The distance from a point (x,y) to a line aX +

bY = c is

lax + by - cl

Va2 + b2  (5.23)

Hence

di=la Xgc + b YgcI

Va2 + (5.24)

= la Xgc' + b Ygc'I r la Xgc + b Ygcl

Va2 + b2 ' /a2 + b2  (5.25)

Tnerefore

dj' = r dl (5.26)

By applying the same technique to each vertex and each side

Theoren 4 is proved. Q.E.D.

Corollary 1: if P2=r(PI), D=MIN[dl,d2,...,dn], and

D'=.IIN[d 1',d2 ',...,dn'], then

D'
- = r

IVi I (5.27)

for i = 1 to N.
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Theoren 5: if SP(1):r(IP), then SP(K)=r(P(K)) and Dk+1 = r=k .

Proof: This statement can be proved by induction as follows:

i) the case of N = I holds by the given assumption SP(1)=r(IP)

and by Corollary 1.

(ii) Suppose that it is true for N = K, i.e., SP(K)=P(K+1)=r(P(K)),

what remains to be verified is that it is also true for

N = K+I, i.e, SP(K+1)=P(K+2)=r(P(K+I)). Let Vi, Vi', and Vi"

be the corresponding side of P(K), P(K+I), and P(!-\,+2), and

that P(K) is shrunk by Dk to produce P(K+I) while P(K+I) is

shrunk by Dk+ I to produce P(K+2). From Fig. 5.14 and Eq. (5.13),

the following equations hold:

Dk cot( 11 )+ Cot(+a_ _I

=V = I (5.28)lVi 1 ~i

Dk+ I cot( _ + cot(@j-_I)
12 2 (5.29)

Since P(K+1) = rP(K), by Corollary 1,

k1 - L (5.30)
l9i'l l9il

Substituting Eq. (5.30) into (5.28) and (5.29) yields

Ivi"li = I~i l (5.31)
Ivi'l Ivil
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Hence, by the definition of similarity, P(K+2)=r(P(K+I)), and

Dk+1 = y • Dk from Corollary 1.

(iii) the statement holds for any value of K by induction. Q.E.D.

Theore 6: if SP(1)=r(IP), then IP will be shrunk into a single point

after the shrinking process has been appliea an infinite number of

times, and the optimal stability margin is

DosI : Ok :D1 + rDI + r 2 D + r 3 D +...

k=1

: Dj/(1-r) (5.32)

Proof: According to Theorem 5, if SP(1)=r(IP), then every time the

shrinking operation is applied to a polygon P(K), SP(K) is still

similar to P(K) out is reduced by a factor of r. Mathemanatical-

ly, it takes an infinite number of times of shrinking to reduce

IP into a point 0. Thus Eq. (5.1u) becomes Eq. (5.32). Q.E.D.

Theoren 7: if SP(1)=r(IP), then IP is a member of 31P and the OSP is the

intersection point of all bisectors.

Proof: By Theoren 6, if SP(1) = r(IP), then IP will eventually be

shrunk into a single point 0. Since every side of IP approaches

to 0 by the same amount of distance each time the shrinking

operation is applied, the distances from 0 to all sides are

equal aid have a value of Dos m . Thus the angular bisectors of

IP intersect at one point and it is a bI polygon. Q.E.D.

Theore i 8: if IP is a BI poly.gon, then SP(1):r(IP).

Proof: Since IP is a BI polygon, all its bisectors intersect at a

single point 0 and the distances frow U to each side are all equal.
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Refer to Fig. 5.16, which shows point 0 and the ith side of IP.

Evidently,

IVi = a + b = S cot(@- ) + S cot(i) (5.33)2 2

where S is the distance from 0 to side i. Substituting iil into the

term of tneoren 3 reveals that it gives a constant 1/S. Moreover, since

S is the same for every side of IP, hence the condition stated in

Theorem 3 is true and SP(1) is similar to IP. Q.E.D.

Theoran 9: if SIP is the set of all IP which have the property of

SP(1)=r(IP), then SIP = BIP.

Proof: From Theorem 7, one knows that if IP*SIP then IPEBIP, which

implies that SIPcBIIP. On the other hand, from Theorem 8, if IPEIIP then

IPESIP, thus BIPC.SIP. Therefore SIP = BIP. Q.E.D.

Although BIP polygons are of theoretical interest and their OSP can

be easily computed, they are not likely to occur in rough terrain loco-

motion. Thus, from practical point of view, polygons which are not BIP

are inore closely related to vehicle locomotion. The following analysis

deals with polygons of this class.

5.3.2.3 Cases where SP(1) Is Not Similar To IP

For these cases, the relation

N
Do ll Y Dk

K=1

ISO
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Figure 5.16 The ith Side of a BI polygon,
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still holds, however, the ratio between Dk+1 and Dk is no longer a con-

stant, hence the summation can not be expressed in the same closed form

as in Eq. (5.16).

0%Om is optimal by the principle of optimality [6U], which states

that, in a mnultistage path, the optimal path is comprised by each opti-

mal subpath between two neighboring stages. To relate the principle of

optimality to the optimal algorithm described earlier, one may represent

tne algorithn as d multistage path, where the starting point is the IP

and SP(1), SP(2), ... are the successive nodes along the path. More-

over, there are only two paths between neighboring nodes, one will lead

to the USP while the other will not. 'When applying the algorithm, it is

clear that the region outside the shrunken polygon will not give the

optimal result, thus it is excluded froin further consideration, i.e.,

only tne SP is investigated in the next iteration. This point is

illustrated by tnle example shown in Fig. 5.17 where the IP is a trape-

zoid. After finding the GC and shrinking it once, SP(1) degenerates

into two triangles. It is apparent that Acde needs not be considered

any furtner since every point inside it gives a distance to sides L2 and

L3 tnat is shorter than 0. In other words, all points inside the

trapezoid except Aabc are excluded fron further consideration, and the

USP of Aaoc is also the USP of the initial trapezoid.

For practical purpose, the shrinking process may be terminated if J

is smaller than a threshold, and the algorithm can be considered as

finite-step in this sense. At least, it can be stated that the algor-

ithm is "Ok near optimal" or "optimal within Dk". The threshold may be

set according to tne accuracy of tie vehicle. For instance, the posi-
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tion control of the OSU Hexapod has an accuracy of 0.5 inch, and this

value may be selected as the threshold.

5.3.2.4 Classification of Polygons

Polygons nay be divided into the following three catagories based

on the nature of OSP and the maximum stability margin.

(1) Polygons whose OSP is unique and the distances from the OSP to

all side are the same. The set of these polygons is described earlier

as BIP or SIP. Fig. 5.18 shows a polygon which belongs to this group

but is not regular. This polygon is created as follows. First, the OSP

0 is specified. Then the four segments OA, OB, OC, and OD, which have

the same length, are drawn in such a way that the angles beteen them

(angles 1, 2, 3, and 4) are not all equal. Lines which are perpen-

dicular to one of the four segments are then created, and the inter-

sections of these lines define the resultant polygon.

(2) Polygons whose OSP is not unique. An example is the rectan-

gular given in Fig. 5.12. As mentioned before, all points within seg-

ment AB provide the same optimal stability margin with respect to sides

L2 and L4.

(3) Polygons whose OSP is unique but the distances from the OSP to

all sides are not equal. The trapezoid shown in Fig. 5.17 is such an

example. The OSP of this polygon is also the OSP of Aabc, and it is

obvious that the distances from the OSP to the four sides are not the

same.
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5.3.2.5 Remarks about the Algorithi

A few renarks related to the optimal algorithm are given below.

(1) Two assuaiptions were made for the development of the

algorithmi. First, the footholds of all six legs were assumed to be

known before the body moved. Second, in defining the supporting

polygon and the projection of the center of the body, it was assumed

that all legs were ,nassless.

(2) No assuanption was made on the type of gait nor the type of loco-

motion. Thus it is applicable to any kind of gait for any type

of motion.

(3) Since the execution of the algorithm is rather time-consuming, the

geometric center is used as the destination of the center of the

body in the current software.

5.3.2.6 Utilization of the OSP in FTL Motion

The OSP concept is incorporated into the current software to

realize the FTL operation in the following way. First, the GC of the

present, o-vertex supporting polygon, denoted as OSPI, is computed.

After a foothold is assigned for leg 1, the next, 6-vertex supporting

polygon, which is formne with leg 1, 3, and 5 at their new positions

while legs 2, 4, and b in the old positions (Fig. 5.19), is projected

and its GC, denoted as OSP2, is computed. Then during the period of

body motion, the center of the body moves froi OSPI toward OSP2, which

occurs after middle leg placement and before rear leg placement. During

the qecond half of the locomotion cycle, a foothold is assigned for leg

2. Again, the following, 6-vertex supporting polygon with all 6 legs in
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their new locations (Fig. 5.20) is calculated and its GC, denoted as

OSP3, is computed. Then the body will move from OSP2 toward OSP3. Note

that only three, 6-vertex polygons have been taken into consideration in

the above discussion. However, in an actual FTL locomotion, more than

three supporting polygons are involved. Furthermore, some of them are

5-vertex polygons and the others are 6-vertex. All the polygons which

show up, one time or another, during an entire FTL motion are given in

Fig. 5.21. There are totally 9 different supporting polygons for a

complete locomotion cycle provided that only one leg moves at a time.

Fig. 5.21.a is the initial configuration which shows both the Hexapod

body and the 6-vertex polygon. The numbers indicate the actual leg

position at that time. In Fig. 5.21.b, leg I is moving toward foothold

1 tnus the polygon is a 5-vertex one. Whenever both leg I and leg 5 are

in the supporting phase, the shape of the polygon does not change re-

gardless if leg 3 is in the air or on the ground. This situation is

reflected in Fig. 5.21.c, where the missing number "3" implies the

"don't care" condition for leg 3. When leg 5 is moving, another 5-

vertex polygon appears as shown in Fig. 5.21.d. The rest of these

figures can be interpreted in a similar way. Comparing Figs. 5.19,

5.2U, and 5.21, it is clear that the present software only considers 3

of the 9 polygons, which are (a), (e), and (i). In order to faithfully

fulfill the concept of USP, all polygons should be considered, their

OSPs should be computed, and the body should react in such d way that

whenever a new polygon appears, it would iiove toward the OSP of the

newest polygon. By this philosophy, not only that the body has to ,move

more frequently, as opposed to the adopted scheme here the body motion

is confined to two specific instants, but also that the vehicle has tU
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,flove back and forth to accommodate the drifting of OSPs, which may not

be desirable because of the backward ,,notion involved. To illustrate,

the geometric center, the front longitudinal margin, the rear longi-

tudinal margin, and the resultant longitudinal stability margin of each

of the 9 polygons are calculated and listed in Table 5.1. The GC is

used in place of the OSP for the simplicity of computation. These

quantities are calculated as follows. First, the initial position of

each leg and the two footholds are assigned as

leg 1 ( .3L, -K),

leg 2 = ( 0.5L, K),

leg 3 = ( -O.1L, -K),

leg 4 = ( 0.IL, K),

leg 5 = ( -U.5L, -K),

leg 6 = ( -0.3L, K),

FTHU I = ( ,J.7L, -K),

FTHD 2 ( .9L, K), (5.34)

where L is the body length of the vehicle and is measured as the dis-

tance.between a front and a rear legs, K is half of the body width, and

the origin is the center of the body. These positions are assigned in

this way so that the distance between the present position and the

foothold of all legs are equal. The quantities in Table 5.1 then can be

computed by using the coordinates of those vertices which defiie the

polygon. For example, consider Fig. 5.21.a. This polygon is defined

by legs 1, 2, 5, and b, thus its GC is
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TABLE 5.1

The Geometric Center, Front Longitudinal
Margin, Rear Longitudinal Margin, and
Longitudinal Stability Margin of the 9
Polygons Occurring in FTL Locomotion.

(L is the length of the vehicle.)

Geometric Front Rear Longitudinal
Polygon Center Longit. Longit. Stability

Margin Ma rg in Ma rg in

-(a) (0,0) 0.4L O.4L 0.4L

-(b) (-O.1L,O) 0.3L O.3L 0.3L

() (0.1L,0) 0.5L 0.5L 0,5L

-(d) (0.3L,0) 0.3L 0.3L O.3L

-(e) (O.2L,0) 0.4L 0.4L O.4L

(f) (01L,) .3L 0.3L O.3L

-(g) (0.3L,O) O.5L 0.5L 0.5L

() (0.5L,0) O.3L 0.3L O.3L

-(i) (0.4L,O) 0.4L O.4L O.4L
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Xgc = (j.3L+O.5L-O.SL-J.3_)/4 = U

Ygc = (-K+K-K+K)/4 = U (5.35)

The front longitudinal margin is the longitudinal distance from GC to

the the front boder, 12, of the polygon. Every point lying on segment

12 satisfied the following equation:

O.5L - x K -y = (5.36)
x - U.3L y + K

The intersecting point of segment 12 and the horizontal line wich passes

through the GC obviously has a Y coordinate of U, hence its X coordinate

can be easily calculated by substituting

y : (5.37)

into Eq. (5.36), and the result is

x = O.4L (5.38)

Consequently, the front longitudinal margin is 0.4L. The rear longi-

tudinal margin can be found in exactly the same way and has a value of

U.4L. Since the front and rear margins are equal, the longitudinal

stability margin is also 0.4L. Similar computation can be performed for

every polygon to obtain the numbers shown in Table 5.1.

Note that the GC of each polygon is at different location, there-

fore the body has to move 8 times if it is required to move to every new

GC. Moreover, by looking into the coordinates of each successive GCs,

tne direction of the motion of the body has the following sequence:
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back, forth, forth, back, back, forth, forth, and back. Also note that

the minimal longitudinal stability margin of the entire cycle is O.3L.

It is interesting, at this point, to compare the longitudinal

stability margins exhibited by the following gaits: the optimally

stable wave gait, the regular symmetric gait 1-3-5-2-4-6 with constant

body velocity, FTL gait using only three polygons, and FTL gait using 9

polygons. The comparisons were presented in Table 5.2.

In 1974, McGhee and Sun [61] determined the longitudinal margin for

all regular symmetrical wave gaits for any even number of legs. Ac-

cording to their calculations, this quantity of a hexapod vehicle is

U.28L for a duty factor of 5/6, and is 0.35L for a duty factor of 1.

Sun has also computed the longitudinal stability margin for all

regular symmetric gaits of a hexapod machine [39]. His result indicates

that for the gait sequence 1-3-5-2-4-6 and a constant body velocity, the

value is O.1L for a duty factor of 5/6, and is 0.15L for a duty factor

of 1.

For FTL gaits using 9 polygons, the resultant nargin is 0.3L as

illustrated in Table 5.1. If only three polygons are considered, the

stability margin is O.2L. In this case, when polygon (b) appears, the

body does not inove and the center of body remains at location (0,0).

Recall from Table 5.1 that if the body moves into location (-O.IL, 0),

the margin dould be 0.3L in both directions. Thus with the body stays

at (0,0), the front margin becomes 0.2L while the rear margin is 0.4L,

which gives a stability margin of U.2L.

To sminmarize, different motion algorithms based on the concept of

OSP can be devised, depending the number of polygons that are taken into

account, whether they are 5-vertex or b-vertex polygons, and if aackward
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TABLE 5.2

Comparisons of Different Gaits in Terms
of the Longitudinal Stability Margin.

(p is the duty factor and L is the
length of the vehicle.)

Longitudinal Stability MarginGait (o = 5/6) (0 = 1)

Optimal ly
Stable Wave 0.28L O.35L
Gaits

Regul ar,
Symmetrical
Gait (1-3-5- 0.1IL 0. 15L
2-4-6) wi th

Constant Body
Velocity

FoTL Gai t

Using 3 0.2L
Polygons

FTL Gait
Using 9 0.3L
Polygons
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motions are allowed. It should be emphasized again that the present

software adopts a scheme which only employs three specific 6-vertex

polyjons in navigating the vehicle. This particular scheme indeed

proves the feasibility of the FTL operation and was successfully imple-

mented. However, it is by no means the only solution since many other

motion algorithns are possible as explained above. As such, the intro-

duction of the USP concept stimulates many interesting research issues

in vehicle navigation which remain to be answered.

5.3.3 Heading Direction--What is the Turning Angle

When the center of the body is moving toward a new location as

determined in the previous section, it can assune either a pure turning

mode, a pure crabbing node, or a combination of these two modes [51.

Generally speaking, the motion of body would involve X, Y velocities and

a turning rate. While the linear velocities are easily computed by

dividing the displacement vector with its traveling time, the deter-

mination of tne turning rate requires some more thought. One approach

is to store all the previous locations that the center of the body has

traversed and to fit them by a polynomial so that the next movement can

also be described by this polynomial. It takes large amount of memory

space to store the trajectory and requires a great deal of computing

time to update all points as the body moves around. Closer investi-

gation indicates that it is not necessary to record all the previous

positions since not all of them have the same effect on the upcoming

movement. Fig. 5.22.a shows a motion trajectory which is varying

constantly and the local behavior is quite different from the global

pattern. It is obvious that local points have more influence in de-
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ciding the next action and are thus more important than other points.

In Fig. 5.22.b, the local behavior agrees with the global one hence it

is sufficient to use only recent points to prepare for next movement.

Thus it was decided in this research to utilize three local points to

specify the turning angle. They are: the next OSP, the present OSP,

and OSP of the last cycle. The turning angle is computed as the inter-

secting angle between vectors V1 and V2 as shown in Fig. 5.23. In

practice, a turning angle is not allowed to exceed a maximum value to

avoid leg interference. If the computed value is larger than the

acceptable one, it ovill only turn as nuch as it is permitted and try to

make up the difference during the next coming cycle.

5.4 Checking for Kinematic Margin

During motion, if any leg goes out of its kinematic limits, the

power of all joint motors must be turned off to avoid damage to the

Hexapod, and the experiment is terminated abruptly. This constituted

nuch of the author's frustration in performing experiments because (1)

the phenomena that are of interest and are expected to be the main ob-

servations may be in the latter part of a locomotion, and (2) if Hexapod

is unable to recover from an undesired posture through normalization or

a manually operated battery box, it requires several persons to lift and

move it by hand. With this concern, it is highly desirable to be able

to check beforehand the joint angle that every joint may possess

throughout the next cycle and report all cases that violate the

specified limits. The mechanical limits of the joints are as follows:
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where a I is the angle of a elevation joint, e2 is the angle of a knee

joint, and ¢ is the angle associated with an azimuth joint.

There is a one-to-one correspondence between the three joint angles

of each leg and the linear coordinates (x,y,z) of the foot tip. Their

relationship are expressed as a set of kinematic equations and inverse

kinenatic equations L56]. Once the next foothold is known, the corres-

ponding joint angles are computed to see if any of them is out of

bounds. Since footholds are represented in the body coordinate system,

checking for kinematic margin during a cycle has to be carried out when-

ever the body moves into a new position. For the sequence in Fig. 5.3,

checking would be performed at three occasions in a cycle as follows:

(1) The first checking is due upon the acquisition of a new foot-

hold and before one of the front feet takes off. This allows the

Hexapod to know whether a newly specified foothold is reachable within

one step. If it it is too far away, the Hexapod would prompt the oper-

ator to assign another one. Note that this checking is needed not

because the body has moved, but because a new foothold is given. Hence,

only leg I or leg 2 needs to be checked, depending on which leg the

foothold is for.

(2) The second checking is associated with the body motion after

leg 3 is transferred to a new location. Here, all six legs are involved

in checking since coordinates of their foot tips all change as the body
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moves. By the optimal algorithm described earlier, the new location of

the center of oody can be computed, and each foot tip position after the

body moves can be calculated in advance to foresee any abnormality.

(3) The third checking is similar to the second but is linked to

the body motion after the action of leg 4.

In programming, all three checkings are "simulated" before real

move,nent is initiated. If any violation is reported, the message "OUT

OF REACH, TRY AGAIN !" will be displayed on the screen of a terminal to

ask the operator to select another foothold. It should be emphasized

again that this is possible because the trajectory of the center of body

throughout a cycle can be predicted beforehand.

5.5 Update Coordinates of Footholds as Body Moves

Every foothold specified by the operator is used by all three legs

on the same side in three consecutive cycles. This introduces the

necessity to st3re and update coordinates of footholds for at least

three cycles. Two different ways of dealing with this proble.m are de-

l ineated belowi.

(1) The open-loop approach. In this case, each foothold is treated

in exactly the same way as a supporting leg is handled in terms of the

computation of new coordinates as seen froma the body coordinate system.

Since the velocities and turning rate are known, the calculation may be

done based on the "relative motion" concept. Mathematical analysis of

this part was provided by Wahawisan in [56]. This method is considered

to be an open-loop way because all computations utilize commanded body
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velocities and turning rate as the primary parameters without verifying

if those commanded values have really been reached. If the body follows

them closely, a good result is obtained; otherwise, errors in foothold

coordinates tend to accumulate from cycle to cycle.

(2) The close-loop approach. In contrast to method (1), actual

oody motion instead of commanded body motion is used here to update

footholds. Actual body motion on even terrain is characterized by (dx,

dy, g), where dx and dy are the displacement components in X and Y

directions and e is the turning angle. These quantities are measured at

the new body position with respect to the old body coordinate system, as

illustrated in Fig. 5.24. Values of dx, dy and are computed by using

the actual foot tip positions of two supporting legs at instants tl and

t2, where t1 corresponds to the time when body assuned the old position

and t2 is associated with the new location. The following derivation

shows how they are calculated.

Suppose that during the time interval [tl,t2] the center of body

moved (dx,dy) and turned an angle of e. The geometrical relationship

between the new and old coordinate systems may be expressed as a HTM OTN

where

coso -sine 0 dx

sine cose 0 dy
T 0 0(5.39)

0 0 0 1

The coordinates of a foothold in both CS's are related by OTN in the

following way:
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U N

y °TN  Y (5.40)

i Z
1 1

where the superscript 'n' and 'o' denote new and old CS's, and the sub-

script i indicates it is the ith leg.

Perfonvling nultiplication on the right hand side and equating the

correspondinj row, two equations are obtained:

o IN N
X. =cose X.- sino. . + dx1 1 1

y = sine XN yN (5.41)Y. • 4 cose *•Y + dy (.1
1 1 1

Therefore, during that period, if ooth leg I and leg 2 are in the

supporting phase, then four equations are available:

0 N N

X = cose - X - si n Y + dx,
1 1 1.~+x

o N N
Y0 = sir • XN + cose YN + dy

11 1

X0 = coso X - sinr YN + dx2 2 2

0 IN N
X2 = sin • X2 + sing * 2 + dy (5.42)

Combining the similar terms in Eq. (5.42) results in

202

i.



0 o N N N N

(X - X ) cosa(X _ X2) . sine(YN _ y ) (5.43)
± 21 2 1 2

(Y0 - Y2) Sino (x - x cose(Y - Y2) (5.44)
1 2 21

Multiplying Eq. (5.43) with coso and Eq. (5.44) with sine yields

coso (X -X) = COS 2 (X X) - co sine(Y N

1 2 1 2 1 2

o o i IN N .4
sine (Y- Y Sin 29(X x + sir • coso(Y - Y2

(5.45)

Adding then together leads to

(Xo X0 ), cos@+ (Y0 - 0 sin X 4N (5.46)
1 2 1 (X1 - X2

Let

NN
A =(X - x 2

B :(xo -xO)01 2

C (YO YO) (5.47)
1 2

Substituting them into Eq. (5.46) gives

B. cos + C . sino A (5.48)

By taking out a comon factor, Eq. (5.48) can be rewritten as

/-- c. ( B coso + C sine) A

(5.49)

203

!_ -



Let
Z B

sie4 =
: v, VB2 + C

cosB = (5.50)

BT + C2

Eq. (5.49) becomes

sin cose + coso si = A= K (5.51)
VB2 + C2

Hence

sin(t + ) = K (5.52)

+ sin -I (K) (5.53)

Since tan = B/C

thus,

= tan- I (B/C) (5.54)

Therefore,

e = sin-1 (K) -tan-1 (B/C) (5.55)

The values of dx and dy then can be computed by using Eq. (5.42).

5.6 Contact Sensing

'When a leg is placed down at the end of a transfer phase, it may

fail to reach the terrain surface because (1) the foothold position

provided oy the vision system has a significant error in the Z direc-

tion, or (2) tne servo loop fails to produce the commanded movenent.

This nay introduce undesirable consequence for the Hexapod. For
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instance, considering the FTL sequence, leg 3 is supposed to take off as

soon as leg 1 touches down. If leg 1 does not make contact with the

ground while leg 3 lifts up as scheduled, then on the left side of the

Hexapod only leg 5 is actually in the supporting phase and shares the

weight of the vehicle. Leg 5 would be overloaded and the machine be-

comes unbalanced. Therefore, it is very desirable to be able to

guarantee that a leg truly reaches ground when it is coining down. With

the force sensor installed inside each leg, this can be accomplished by

feeding back the reacting force and checking if its value exceeds a

threshold, say, 15 pounds. In cases that a transfer phase expires and

the reaction force is still smaller than the threshold, the leg will be

conminanded to extend its -notion in the Z direction; meanwhile the leg

scheduled to lift up next will be delayed until the force sensor indi-

cates that contact has been made for the preceding leg. This contact

testing has beer, included in the author's software WALK37 (see

Appendix).

Another possible application of force sensors, which remains to be

implemented, is to determine if the terrain surface is stiff enough to

support the load of a leg. For example, if a foothold is assigned on

the surface of quicksand, force fed back froin the leg should indicate,

to sone degree, the texture of that foothold. If no substantial force

is sensed after a period of searching, it would be concluded that the

point is not solid enough for a leg to step on and another one should be

selected.

In addition, a force sensor can be used to realize active compli-

ance [62]. Tnis subject is covered in Section 6.3.
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5.7 Overview of FTL Locomotion

The motion algorithm described in this chapter is summarized into

the flowchart shown in Fig. 5.25. The operator initializes the first

half notion cycle by assigning a foothold for leg 1. This foothold is

perceived by the vision system and its coordinates are computed in the

11/7U computer using triangulation. With this information, the next,

a-vertex supporting polygon can be identified, its optimally stable

point can be computed, and the motion of the body can be pre-planned. A

checking procedure is then invoked to simulate the planned motion and to

see if a.y leg would go out of its kinematic limits. The foothold would

be rejected for any violation of kinematic margin and the operator would

be asked to assign another point. After a foothold is accepted, leg

mnotion begins. Leg 1 moves first, followed by leg 3, then the body

,ioves, and then leg 5 is noved. These events constitute the activities

of the first half cycle. The scenerio of the second half cycle is

exactly the sane except that it involves legs 2, 4, and 6 instead of 1,

3, and 5. A new cycle then starts and the whole operation is repeated.

5.8 Summary

Algorithms which have been developed to facilitate FTL motion were

presented in this chapter. Activities that occur at the locomotion-

cycle level were discussed in detail. A particular gait sequence, 1-

3-5-2-4-6, was selected to implement FTL operation because it satisfies

the requirement of FTL motion and possesses the property of physical

symmetry. The behavior of the body was investigated with respect to

timing, destination, and heading direction. The body was scheduled to

nove after the placement of the middle leg and before the placement of

206



[eao Vseii foothold ct

Triangulation

t of YES

Leerie th(4 motion o

Body motion

Leg 5 (6) moticn

Figure 5.25 Flowchart of FTL Walking Algorithms.

207



a rear leg. All six legs are in the supporting phase during body motion

to enhance stability. The destination of the body was chosen as the the

OSP of the next, 6-vertex supporting polygon, and only three such poly-

gons were considered in the current software. The heading direction was

detenined bu using Three consecutive OSPs. It should be point out that

the geometric center of all six legs is used in place of the OSP for

consideration of real-time programming.

A heuristic algorit ii was presented to find the OSP of an arbitrary

polygon. For simple polygons such as regular polygons or BIP, the al-

gorithm leads to the same result as produced by the geometrical

approach, which locates the OSP at the intersection of all angular

bisectors. In general, the shrinking operation has to be applied

iteratively to identify OSP. This process is rather complicated and

time-consuming, thus is not included in the present version of software

(tne geometric center is ised instead of the OSP). However, recent

study by Miller [63] indicates that array processors can efficiently

perfor)m "image shrinking", which has a similar geometric nature to the

shrinking of a polygon. Hence, the computation of OSPs may become

feasible for real-time control if array processors are employed.

Through the realization of FTL motion, it is also recognized tnat

what is really needed is a body servo planning routine which navigates

from one OSP to the next for every supporting pattern while maximizing

stability margin over the entire trajectory and rotating the body to

maxi:nize kinematic margin. Compared with this extremely complicated and

general problem, this chapter deals a much simplified case in a parti-

cular way. More research effort is needed in this area.

208



Chapter 6

ROUGH TERRAIN LOCOMOTION

6.1 Introduction

Legged vehicles are designed to walk over rough terrain; the

Hexapod is no exception. When moving on an even surface, it may be

assuned that the surface condition does not change, that every point on

the ground is a good foothold, and that footholds for all legs lie on

the same plane. For such a simple case, there is little need for the

Hexapod to sense and analyze the terrain; all it has to do is to

recognize and to locate those specified footholds. In fact, even the Z

coordinate of a foothold is redundant since the Hexapod knows that it

should lie on the horizontal surface. However, traversing rough terrain

is a different matter. Rough terrain may be defined as a three-

dimensional space in which the heights (or Z coordinates) of surface

points dre not constant. Therefore, slopes, ditches, holes, obstacles,

etc., may exist. Obviously, the Hexapod needs .nore external sensors to

overcome such a complicated environnent. This is why it was restrained

to walk only on even terrain until force sensors and a vertical gyro

were installed. In recent experiments, Pugh demonstrated that, with the

assistance of these devices, the Hexapod was able to stably traverse a

pile of wooden logs while maintaining level body motion [46]. Two

things should be pointed out in regard to his work. First, it was
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accomplished before the vision system was constructed, and proved that

rough terrain locomiotion was possible even without the vision function.

Second, since vision was not involved, no prior information about the

terrain lying ahead was available, and everything was treated in a

feedback-and-correct manner, i.e.; adjustments were performed only after

som ething had happened.

With a vision system, the Hexapod knows where the next foothold is

before it 'nakes the subsequent movement. This allows it to prepare and

to hake proper adjustnent to acccmmodate the variation of terrain sur-

face. Ideally speaking, if the vision system is perfect, then the

Hexapod should be able to regulate itself adequately even without force

sensors or gyros. Unfortunately, like every real system, the vision

system indeed has a certain amount of error. Hence, to ensure safety

and a siooth ride, algorithms developed by Pugh are incorporated with

the vision system in resolving rough terrain locomotion.

Since it is intended to encompass rough terrain locomotion by

extending those algorithms described in Chapter 5 which were developed

under the assumption that the Hexapod body is parallel to a horizontal

plane, one of the central problems in dealing with uneven terrain is to

control its attitude so that the body is maintained level. A detailed

treatment of this issue has been given in [64] and [65]. Thus only a

qualitative summary is presented in Section 6.2. Active compliance is

especially important for rough terrain notion because it effectively

provide an adjustable suspension system and can reduce much of the

transient impact when something unexpected occurs. The theoretical

aackground and mathematical derivation of this subject was delineated in
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'65]. Section 6.3 of this chapter attempts to give a qualitative in-

terpretation of the effect of active co,,ipliance. Section 6.4 discusses

the subject of altitude estimation whic'i is needed to update the Z

coordinate of footholds for rough terrain locomotion.

6.2 Attitude Control

The OSU Hexapod is a very complex machine. While the body alone

has six degrees of freedom in notion (three in translation and three in

rotation), each of the six legs can move independently in three direc-

tions, thus adding another three degrees of freedom to the overall

notion of the entire system. Therefore, the total number of generalized

coordinates for a rigid body model is 24, impling a state vector of

dimension 48 when position and velocity are considered [64]. Previous

studies have shown that, for such a complicated system, an analytical

approach for regulation oF the movements is not feasible, even if small

notion linearization is assumed [66]. Hence, tne control of body atti-

tude discussed here is based on a much simplified model which treats

individual supporting legs separately. Precisely, attitude control is

achieved through adjustnent of the effective length of all supporting

legs, as illustrated in Fig. 6.1 and Fig. 6.2.

Fig. 6.1 shows the side view of the situation where the Hexapod

has a pitch angle of P radians. If the length of leg F (front leg)

is decreased by AZF and that of leg R (rear leg) is increased by AzR, as

seen in the figure, the body would become level. By simple trigono-

metry,

AZF = -XF • Tan P (6.1)
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where XF is the x coordinate of the foot tip of leg F as expressed in

the body coordinate system. A positive value of AzF indicates that the

length of this leg should be increased rather thdn decreased.

Asswie that attitude control is efficient so that the pitch angle

is always Kept within a saall value, then tan P approaches P and

AzF = -XF • P (6.2)

For the rear leg, a similar analysis leads to

AzR = -XR - P (6.3)

In general, the amount of adjustment of leg length Az i of leg i is

Azi = -Xi • P (6.4)

Note that the sign of Azi is decided by that of Xi and the pitch angle

P, which is positive in the counterclockwise direction about the Y axis.

For instance, in Fig. 6.1, P is positive, XF is positive but XR is nega-

tive, therefore dzF is negative and dzR is positive.

The correction of leg length needed to overcome a roll angle R can

be derived in a similar way, and the result is

AZi = Yi" R (6.5)

where Yi is the y coordinate of the foot tip of leg i expressed in the

body coordinate system.

For small pitch and roll angles, the foot adjustnents needed for an

error around a given axis is independent of the error around the other.

Thus, Eqs. (6.4) and (o.5) can be combined together to deal with the
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cases where both pitch and roll angles are present. The result is

simply

Azi = -Xi " P + Yi" R (6.6)

In additional to adjusting the Z position, the rate in the Z •

direction, Z, also has to be modified because a resolved rate control

,nechanism [44] is adopted for the servo control loop. This quantity is

obtained by differentiating .zi of Eq. (6.6) with respect to time, which

gives

(1 zi) -Xi" P + Yi" * (6.7)

If one allows the pitch and roll angles to decay exponentially

rath'er than trying to force them to zero immediately, which is virtually

impossible for a physical system, the following relations hold:

P=-K. P

=-K. R , K > 0 (6.8)

Substituting Eq. (6.8) into Eq. (6.7) yields

( i }  = -K(-Xi • P + Y • R) (6.9)

and Azi can be computed in real time by integrating (AZi) over a

time interval, giving

t
AZ i  f (Aizi) - t (6.10)

ts

4here ts is the instant at which leg i enters the support phase.
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The resultant AZi and (AZ i ) are then respectively superposed to the

corresponding component generated by the foot trajectory algorithm [46]

to form the desired Z position and the desired Z rate, as shown in the

following equations.

Z = AZi + Z1 1i iT

= (6.i ) + (6.11)*1 1

whr Z *an T ZD

where Z.T and Z are the outputs froii the foot trajectory loop, and Z.
1 1 1

-D
and Z. are the desired values.1

6.3 Active Compliance

As mentioned in Section 5.6, a force sensor can be used as a con-

tact sensing device to assure that a leg actually reaches the ground

when it is placed down. Another important application of a force sensor

is to inplenent active compliance. This is mnade possible by feeding

back actual position, actual rate, and actual ground reacting force into

a rate control loop, as described in the following equation [62]:

= ZA + Kp (ZD - ZA) + Kf(FA - FU) (6.12)

Tnose variables with subscript "D" denote desired values and those with

subscript "A" represent actual values.

By assuming an ideal rate servo loop (the case of a nonideal loop

was discussed in [46]), i.e., ZA ZD, Eq. (6.12) becomes
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(FA - FD) = -Kp/Kf - (ZD - ZA) = K - (ZD - ZA), K > 0 (6.13)

Note that Eq. (6.13) may be interpreted as the equation of a spring,

with K as the spring constant, ZD the length of the relaxed spring, FA

the external compressing force, and FL) the external stretching force.

Therefore, with active compliance, a leg would behave as if a

mechanical spring with an adjustable center were built inside it. This

interpretation leads to the model shown in Fig. 6.3, which provides a

good insight into the nature of active compliance and mnakes the makes

the explanation of its effect easier. Here, a leg is nodeled as con-

sisting of a spring and a rigid segment, which means that forces acting

on the foot tip will be transferred to the spring. When a leg contacts

the ground, a compressing force FA is exerted at the foot tip. The

stretching force FD is imaginary and is generated by programming. If

the i.lagnitude of FA is greater than that of FD , the spring is compressed

and the leg becomes shorter. On the other hand, if FL is greater than

FA, tne spring is stretched and the leg becomes longer.

The merits of active compliance can be fully appreciated con-

sidering the following two cases:

(1) Suppose that at the end of a transfer phase, a leg does not

reach the ground due to errors or irregular terrain (say, a hole).

However, during the following motion planning cycle, it is treated as a

leg in the supporting phase and is required to share part of the weight

of the Hexapod. Thus, a nonzero FD is assigned by the program to this

leg. Since it does not make contact with the ground, the value of FA is

zero. Consequently, F0 is greater than FA and the leg will be extended
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farther until it finally touches the ground, or the the term frofi posi-

tion error and that from force error cancel out. If the hole is not too

deep, this can ensure that a supporting leg always firmly contacts with

the ground.

(2) Imagine that a leg is moving downward during a transfer phase

and an obstacle is encountered before time expired. Since, according to

the timing, the leg is considered as in the transfer phase, a zero

valued FU is assigned by the program. Meanwhile, a compressing force is

exerted on the foot tip, causing FA to be greater than F0. This in turn

will reduce the effective length of the leg. Notice that if it were not

for the active compliance, the leg would have the same length as other

legs, which would tilt the body excessively as shown in Fig. 6.4.

6.4 Altitude Estimation

When the Hexapod is dalking on even terrain and the length of all

legs is commanded to have the same value throughout the motion, it is

reasonable to assume that the height of the body, which is measured

from the center of the body to the terrain surface, will not change

significantly. However, as the terrain surface fluctuates from point to

point and the attitude control algorithm is imposed to keep the body

level, the effective length of each leg is subject to change. It is

conceivable that the altitude of the body would vary constantly as the

Hexapod tries to accomnodate itself to rough terrain.

Altitude estimation is needed due to the necessity of updating

every foothold for at least three cycles. The analysis in Section 5.5

deals qith the cases where the height of the body is invariant and thus
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the issue reduces to a two-dimensional problem, i.e., updating the X and

Y coordinates of each foothold. Now that the altitude may change from

time to time, it is also necessary to updat. the Z component as well.

However, so long as tiie Hexapod is *naintained level, the updating of the

Z coordinate is independent of that of X and Y components; hence the

result frow section 5.5 is still applicable and the only additional work

is to recompute the Z coordinate of each foothold. Since the Z coor-

dinate is expressed in the body coordinate system witn the center of tie

body as the origin, a change in body altitude implies a variation in the

Z component of every foothold. Thus updatinig the Z coordinate is

essentially the same as estimating the altitude of the body. For rough

terrain locomotion, the Z coordinate of the foot tip of each leg is

generally different fro, one another, and the altitude of the body can

be defined as the average value of the Z cooponents of all supporting

legs. Hence, during the tine period [tl,t2], the height of the body at

tI, H[tlI, is computed as

Z[i,tlli=1
H[tj] = 14.4

where W is the number of supporting legs at tl. Similarly, Ht 2 ] is

calculated as

N

Z~i,t2]

H[t 2 ] N (6.15)
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and the Z component of a foothold at t1 and t2 are related by the

following equation:

FTZ[i,t 2] = FTZ[i,t 1 ] + (Ht 2]-H[t1]) (6.15)

where FTZ[i,t 2] is the Z coordinate of leg i at tI and FTZ[i,t 2l is that

of the same leg at t2. Therefore, knowing FTZ[i,t I] and the body alti-

tude at t1 and t2 , FTZ[i,t 2] can be computed.

6.5 Summary

The following modifications were made to algorithms developed in

Chapter 5 to deal with rough terrain locomotion: (1) foot lift was in-

creased from 4 inches to 10 inches so that a leg could transfer across

obstacles without collision, (2) body attitude control was imposed to

Keep the body level to a horizontal plane so that motion in XY plane and

that in Z direction were decoupled, (3) active compliance was added to

provide a suspension system so that transient impact was minimized, and

(4) altitude estimation was performed to update the Z coordinate of a

foothold.

The autnor would like to emphasize again that the subjects of atti-

tude control and active compliance have been investigated previously in

detail by Pugh, and the results were well documented in [46]. Since

they were incorporated into the author's software to help resolving the

problem of rough terrain miotion, brief descriptions were included in

this chapter for the completeness of this dissertation.
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Chapter 7

EVALUATION OF THE VISION SYSTEM AND EXPERIMENTAL RESULTS

7.1 Introduction

The goal of FTL operation is to enable the Hexapod to walk over

even/rough terrain under the guidance of a human operator. Specifi-

cally, the front feet should step onto the footholds assigned by the

operator, the middle legs should follow the footprints of the front

legs, and the rear legs inust follow the steps of the middle feet.

Therefore, the overall performance of FTL operation depends on three

factors: (I) the accuracy of the vision system, (2) the accuracy of the

servo control loop, and (3) the precision by which a foothold is updated

frow one locomotion cycle to another. While (1) and (2) determine how

close a front foot can step onto a specified foothold, factors (2) and

(3) dictate whether a rear or a niddle leg can truly follow their

predecessors. In Section 7.2, the vision system is evaluated in terms

of its accuracy, cost and reliability. Experimental results of a

typical FTL operation are given and discussed in Section 7.3.

7.2 Evaluation of the Vision System

7.2.1 Accuracy

To find out how precise the vision systen is capable of locating a

foothold, the following test was performed. With the Hexapod standing
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at a fixed location, a number of points inside its field of view were

selected and their coordinates were measured manually with respect to

the body coordinate system. The laser beam was then pointed at the

selected spots, one at a time, the vision system was activated to sense

the image, and the coordinates were computed by triangulation. This

arrangenent is shown in Fig. 7.1. The results are tabulated in Table

7.1, where RX, RY, and RZ represent the coordinates measured by hand;

IX., IY1, IX2, IY2 are the image coordinates decoded by the interface

circuit; and CX, CY, CZ are the coordinates computed using triangu-

lation. For the 35 entries of data shown in the table, the average

errors of the X, Y, and Z coordinates are 1.34 cm, 1.16 cm, and 1.2 cm,

respectively.

The locating of a testing point may also be considered as the

deteriination of a vector froon the middle of the two cameras to the

testing point. The lengt) of this vector, XR, is

zR =/(RX) 2 + (RY) 2 + (RZ+_5) (7.1)

An offset of 51 cm is added to RZ because the cameras are 50 cm higher

than the reference point with respect to which measuremnents are per-

formed. The error of a measurement, 6x, is

= (RX-CX) 2 + (RY-CY) 2 + (RZ-CZ) 2  (7.2)
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Figure 7.1 Arrangement for Collecting Triangulation Data.
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TABLE 7.1
Oata of Triangulation Experiments.

(RX, RY, and RZ are the actual coordinates of a

testing point; IXI, YI, IX2, and IY2 are the image

coordinates; CX, CY, CZ are the computed values

by triangulation.)

RX RY RZ IXI IYI IX2 IY2 CX CY CZ

(cm) (cii) (C-i) (cm) (cm) (cm)

1 24 90 77 18 151 207 123 25.65 87.7 77.43

2 24 67.5 77 177 150 190 126 25.15 64.7 76.1

3 24 44 77 154 150 170 130 24.5 43.27 78.09

4 24 21 77 128 147 147 134 24.17 19.93 77.92

5 24 0 77 -- b 144 125 138 24.09 -0.2 79.7

b 24 -24.5 77 78 142 97 142 23.09 -25.85 78.99

7 24 -47.5 77 56 139 72 145 22.54 -48. 78

8 24 -70.5 77 36 135 48 146 23.1 -72.4 79.56

9 24 -93 77 19 132 27 148 22.54 -95.6 79.57

10 46 90 77 197 123 201 96 49.5 89.03 78.67

11 46 67.5 77 176 120 184 99 43.15 64.67 76.67

12 46 44 77 154 118 165 101 47.73 42.8 76.53

13 46 21 77 130 116 143 103 47.48 20.13 76.57

14 46 0 77 107 114 121 107 45.79 -1.46 74.6b

15 46 -24.5 77 82 111 95 111 46.5 -26.13 77.78

16 46 -47.5 77 61 110 72 114 45.4 -47.6 77.01

17 46 -70.5 77 42 108 50 116 45.25 -69.6 7b.33

18 46 -93 77 25 106 29 119 45.52 -93.8 77.7
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TABLE 7.1 - continued

RX RY RZ IXI [Y1 IX2 IY2 CX CY CZ

(cm) (cm) (cm) (cm) (cii) (cm)

19 45.5 85 74 195 121 200 96 48.7 84.6 74.87

20 45.5 62.5 74 174 119 183 98 47.18 60.9 72.73

21 45.5 40 74 150 117 163 101 47.10 38.62 74.38

22 45.5 17 74 125 115 139 104 46.18 15.37 73.44

23 45.5 0 74 107 113 121 106 46.27 -1.46 73.88

24 45.5 -29 74 77 110 91 112 44.81 -29.49 73.5

25 45.5 -51.5 74 55 110 66 115 43.4 -51.94 72.78

26 45.5 -74.5 74 37 108 45 119 43.01 -73.68 73.6

27 45.5 -97 74 20 107 24 122 42.5 -97.53 74.28

28 23 85 74 197 150 207 122 25.19 83.45 71.9

29 23 62.5 74 175 151 189 126 24.07 61.4 72.73

30 23 40 74 150 149 167 131 24.22 39.45 76.75

31 23 17 74 124 147 144 135 23.16 16.31 74.97

32 23 0 74 104 145 125 139 21.98 -1.09 73.13

33 23 -29 74 73 142 93 144 21.68 -29.18 75.59

34 23 -51.5 74 51 139 67 147 21.05 -51.47 74.54

35 23 -74.5 74 31 136 44 148 20.2 -72.89 71.83
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The average error, AE, of the 35 tests is

35
Z IA I I

AE 35 = 2.3688 (cm) (7.3)

j
4hile the average vector length, AVL, is

35
z kRi

AVL : = - 140 (cm) (7.4)
35

and the percentage error, E, is

AE
E = x 1 00% .691. (7.5)AVL

7.2.2 Cost

The components comprising the vision ystem and their individual

prices are listed in Table 7.2.
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TABLE 7.2

Components and Costs of the Entire Vision System

Item Quantity Cost

Camera and CCU 2 $7000.00

CRT monitor 1 670.00

45 ft. cable 2 450.00

Fisheye lens 2 330.00

Optical filter 2 302.00

Laser head 1 400.00

Laser power supply 1 250.00

Ball socket head 2 40.00

Interface board 1 300.00

IC chips 86 100.00

Power supply unit 1 100.00

TOTAL $9942.00

The total cost of the entire vision system is nearly $10,000., with

the cameras and their CCU's contributing to two thirds of the total

amount. The optical radar system constructed by ERIM is estimated to be

about $200,000., which is 20 times as expensive as this vision system

[47]. Moreover, except for the special purpose interface circuit, most

of the components can be used for other applications. For example, the

laser unit ,nay be utilized for experiments which require a laser beam as
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a source, and the CRT monitor can be connected to any standard video

signal generator as a display instrument. By adding more equipment, for

instance, a simple image processor which can store one frame of image

data, the potential of the TV cameras can be further exploited as a

useful tool for research work in the areas of image processing and

pattern recognition. Hence, the vision system not only is a crucial

elenent for the successful implenentation of FTL operation, but also

provides possible opportnities for other research. As such, its cost

is considered worthwhile and well-justified.

7.2.3 Reliability

At the time of this ivriting, the binocular vision system has been

installed and operated for the past 6 months. Not a single case of

nalfunction, either in hardware or in software, has been observed so

far. It is thus concluded that the whole system is highly reliable.

7.2.4 Operational Speed

After a foothold is selected by the operator, it takes three steps

to obtain the spatial coordinates. First, the hardware circuit needs

time tI to decode the image coordinates. Second, it takes time t2 to

transfer the 5 bytes of data to the conputer. Third, the triangulation

software needs time t 3 to compute the coordinates. Since the cameras

are operated at a frequency of 30 frames per second and a complete image

detecting cycle takes up to 4 frames (since there are 4 states for each

image decoder), tI is approximately 120 msec. Using the maximu-m baud

rate, 9bOO, t2 is 5 insec. The triangulation subroutine takes 0.6 msec.

to perform the computation. Thus, the total time needed is 125.6 msec.
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Obviously, the bottle neck is in the image detecting phase. Neverthe-

less, the vision system is only activated twice during a locomotion

cycle to acquire inage data, and the current operational speed is Dore

than sufficient. If it is to be used to collect terrain data and to

build a map point by point, higher speed is desirable. Improvement is

possible by employing a high speed camera, such as the one used in the

Ohio State University Gait Laboratory [67], and by parallel data trans-

mission between the interface circuit and the 11/70 computer.

7.2.5 Limitations of the Vision System

There are a few limitations on the vision system:

(1) It will detect only one image for the whole fra,le. Since it is de-

cided that only one foothold will be assigned at a time, as far as FTL

operation is concerned, this is not considered a disadvantage. Multiple

image detection would become possible if more hardware were to be added

to the existing interface board.

(2) Tne laser beam must be projected at points which are sufficiently

close to the cameras so that the intensity of the laser image is strong

enough to activate the photo sensors. In other words, there is a

limited range within which a laser spot will be sensed. Furthermore,

the light source should be inside the common field of view of the

cameras. It turns out that the latter requirenent overrides the former

one, i.e., the laser image must be projected within the 2 m by 2 11 field

of view.
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(3) The laser beam must be pointed on an object which Iill reflect

enough light to be picked up by the cameras. For example, if the laser

beam is pointed to a black object, no image can be detected by the

system and FTL operation will not be completed.

7.3 Experimental Results

To monitor if each leg really steps onto its foothold, data of the

actual foot positions and the foothold locations are recorded and stored

when the Hexapod is in motion, and then examined and analyzed off-line.

Fig. 7.2 through Fig. 7.7 represent typical results obtainable from a

FTL operation for a complete cycle. Three figures are related to each

leg, representing the X, Y, and Z coordinates, respectively, of the foot

ti, position and the foothold location.

Fig. 7.2 shows the X component of the actual foot tip position of

leg 1, noted as XPA[I], and the corresponding component of the assigned

foothold for it, FTHD[1,x], as functions of time. Both are expressed in

the body coordinate system. Initially, XPAC1] has a value of 14 inches,

and the specified foothold is 32 inches away from the center of tie

body. During period [O,a], leg I is moving forward to its destination.

As can be seen from the figure, the solid line meets the dashed line at

point a, indicating that leg 1 indeed reaches the specified position.

During interval La,b], leg 2 is in motion and both leg I and the body

rewlained at their previous locations, therefore the value of XPA[I1 does

not change. Since XPA[1] will become the foothold of leg 3 in the

upcoming cycle, its value must be updated whenever the body is moving.

This is observed in the figure throughout interval [b,c], as the value

of XPA[I] decreases from 32 to 23, implying that the body has moved
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forward for a distance of 9 inches. During [c,d], leg 5 moves, another

foothold is assigned, and then leg 2 transfers toward it. The constant

value of XPA[I] again indicates that neither the body nor leg1 moves in

this period. The second body motion occurred between d and e, and

XPA[1] is modified to a new value. Finally, leg 6 takes off in [e,f]

and the whole cycle is completed. To sunmarize, Fig. 7.2 conveys the

following information: first, leg 1 steps onto the assigned foothold as

required, and second, the foothold is properly updated for the next

locomotion cycle.

Fig. 7.3 concerns the Y component of leg 1 and its foothold. In

this case, the Y coordinate of the assigned foothold is -20 inches and

that of the initial position of leg 1 is -25. When moving in the air,

YPA[1] approches gradually toward the prescribed value and finally meets

it as it is placed down. Again, the agreenent of the solid and the

dashed lines implies that the ,notion of leg 1 in the Y direction coin-

plies with the requirement.

Fig. 7.4 illustrates the behavior of leg 1 in the Z airection.

Originally, leg 1 is on the floor thus ZPA[1] has a initial value of U

inch. The specified foothold lies on a wooden block which is about 4

inches high. Hence after leg 1 is placed down, its foot tip position is

4 inches above the floor.

The next three figures, Fig. 7.5 through Fig. 7.7, document the

action of leg 3 during the cycle. They are parallel to those three

which have just been described, and can be interpreted in exactly the

same way. There is one important connection between the figures of leg

3 and those of leg 1. Since leg must move to the location which is

previously occupied by leg 1, the initial foot position of leg 1 should
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be consistent with the foothold position of leg 3 in all X, Y, and Z

directions. Comparing Fig. 7.2 with Fig. 7.5, it can be seen that

XPA[1] has an initial value of 14 inches, so does FTHD[3,x]. Similarly,

YPA[1] in Fig. 7.3 has an initial value of -24 inches and FTHD[3,y] in

Fig. 7.6 also has the same value, and ZPA[1] in Fig. 7.4 begins with a

value of U inch which agrees with the value of FTHD[3,z] in Fig. 7.7.

Fig. 7.8 to Fig. 7.10 present a sequence of pictures taken during a

FTL locomotion. In Fig. 7.8, leg 1 has just been placed down on the

tiny bright spot which is the image of a laser beam. In Fig. 7.9,

another foothold, the bright image on the floor, is specified for leg 2,

which is noving toward it. Fig. 7.10 shows that leg 2 indeed steps onto

the assigned foothold.

7.4 Sumna ry

The performance of FTL operation depends on the accuracy of the

vision system in locating the specified foothold, and the precision of

tile servo control loop in moving a leg to a commanded location. Also,

coordinates of footholds should be updated accurately for usage in

subsquent loconotion cycles.

The constructed vision system costs about $10,000. Its accuracy,

in average, is about 1.69% of the distance vector between a testing

point and the niddle of the two cameras. It takes around 125 msec. to

detect an image and to compute its 3-dimensional coordinates. Its

operations are subject to the following restrictions: (1) only the

first bright image is detected in a frame, (P) The image must lie

238



Figure 7.8 Picture Showing Leg 1 Stepping onto an
Assigned Foothold.

Figure 7.9 Picture Showing Leg 2 in the Process
of Moving Toward an Assigned Foothold.
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Figure 7.10 Picture Showing Leg 2 Stepping onto an
Assigned Foothold.
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inside the common field of view of the cameras, and (3) the laser beam

must e aimed on the surface of an object which allows sufficient re-

flection.

Typical results obtainable from FTL operation were presented as

sets of figures which depict the location of the assigned footholds and

trajectories of legs. The results indicate that legs indeed steps onto

the footholds, thus satisfying the requirement of FTL operation.
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Chapter 8

SUMMARY AND CONCLUSION

8.1 Research Contribution

As an intermediate step toward the realization of a fully

autonomous walking vehicle, in this research Follow-The-Leader opera-

tion was studied and successfully implemented. This achievement was

made possible by first conceptualizing, then defining the problems,

and finally pursuing appropriate solutions. Hardware and software

needed to facilitate these solutions were then designed, constructed,,

tested, and integrated. As a result, less decision-making effort is

needed from an operator to assist the Hexapod walking over even/rough

terrain than that in a joystick control mode, which implies a signifi-

cant increase in the capability of the Hexapod. All in all, at the

completion of this dissertation, the Hexapod was able to walk, step-

by-step, over rough terrain under the guidance of an operator.

With regard to hardware, a binocular vision system based on two

solid-state TV cameras was built. The components, such as cameras,

lenses, laser unit, etc., were selected after careful study and comparisons

so that the requirements regarding field of view, signal-to-noise

ratio, installation convenience, etc., were all satisfied. A special-

purpose interface circuit which served as the image coordinate decoder
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1
as well as the communication channel between cameras and a PDP-11/70

computer was designed and implemented. Cameras were calibrated to

provide an accurate camera model. The fisheye lenses were included

in this calibration to compensate distortion. The geometric relation-

ship between cameras and the Hexapod were identified. A triangulation

program was developed to reconstruct the three-dimensional coordinates

of an observed light source. Consequently, a reliable vision system

which is able to recognize specified footholds and locate their

positions is now available to the Hexapod.

Before this work, Hexapod locomotion was limited to wave gaits

based on considerations of stability margin, and th movements of all

legs had to accommodate the motion of the center of the body. For

FTL locomotion, however, the center of the body has to accommodate the

motion of legs and wave gaits are not applicable to this case. Thus,

a new method of coordinating stepping of successive legs so that only

footholds which have been tested by preceding legs are used was dis-

covered. Particularly, an algorithm was conceived to direct the

center of the body toward a location which would provide an optimal

stability margin. While a general theory which covers all classes of

possible gaits and guarantees an optimal margin does not exit, it is

believed that this algorithm can be used in locomotion with any kind

of gait. As such, it makes feasible the automatic control of the

Hexapod during climbing of large obstacles.
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8.2 Research Extensions

As this work comes to an end, it becomes clear that, with

additional work, the Hexapod can be made more versatile and its per-

formance upgraded. With this in mind, a number of suggestions are

given below.

(1) Terrain modeling. An automatic scanning system, which

controls the laser beam and causes it to sweep over an area under the

command of a computer, would enable the Hexapod to create a terrain

map based on which terrain analysis could be carried out.

(2) Terrain analysis. A series of algorithms should be

developed for the Hexapod to 'select good footholds from a terrain

model. With this capability, the Hexapod would be able to choose a

proper route and navigate itself through rough terrain.

The combination of (1) and (2) would result in an automatic

navigation system for the Hexapod. The human operator could be

eliminated and the vehicle would become fully automatic.

(3) Image processing and. pattern recognition. Currently, only

one image was detected for a frame. This means that most of the infor-

mation contained in a picture was not used. To exploit the merits of

a vision system to the greatest extent possible, an image processor

could be added to the existing system, and scene analysis could be

performed based on the intensity data. For example, the boundary of

two objects may be mapped into edges in a picture. Information ex-

tracted from intensity data andthat obtained from distance data may

complement each other and provide a certain degree of redundancy.
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(4) Real-time experiments using different types of gaits.

Although the walking algorithms developed in this work were mainly

for FTL operation, the restriction stems from the fact that the next

foothold of middle/rear legs overlaps with the current foothold of

front/middle legs, which is so because there is only one foothold

available for each leg per locomotion cycle. If there are more than

one foothold for every leg, then the gait sequence imposed in FTL

locomotion can be lifted and motions with various gaits are ready to

be tested.

In conclusion, with the successful implementation of FTL

operation, the author is convinced that a fully autonomous legged

vehicle is a reachable goal, provided additional instrumentation and

algorithms are available. While new devices would provide the machine

extra information about the external world, new algorithms should be

developed to best utilize the available information. Taking the

realization of FTL operation as an example, the binocular vision

system enables the Hexapod to perform visual data acquisition, and

based on its outcome, the coordinates of a specified foothold, the

OSP concept is devised to use this piece of information to navigate

the vehicle in the most beneficial way. The author also expects that,

during the course of building such a vehicle, various problems related

to the nature of motion of a biological system would be encountered,

and the recognition as well as the resolving of these issues would

be an important milestone toward the understanding of the behavior

of biological systems.
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APPENDIX

VISION SOFTWARE A..) THE FOLLOW-THE-LEADER
WALKING PROGRAMS
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GBLF37.PAS

(4$A-4)

C FILE: GBLF37.PAS I

/4444444444*4444444444*4444444444444*4*4444444*40444*444444444444/

I4 FUNCTION: THIS FILE CONTAINS GLOBAL DECLARATIONS FOR 4/

/4 FTL MOTION SOFTWARE. THE EXECUTABLE FILES WHICH .l
/4 SHARE THESE GLOBALS ARE: 4/

WALK37.PAS VISION.PAS FOOT37.PAS 4/

/. INIT37.PAS LINE37.PAS SERV37.PAS 4/
DLNK37.PAS LIBR37.PAS POWR37.PAS 4/

I. TRION.PAS CHECK.PAS 4/

CONST
PI x 3.14159;
FSCALE a -ZOO.0; / FORCE SCALE FACTOR 4/

MAXSTROKE a IZ.0; / MAXIMUM FOOT STROKE 4/

MOVE a TRUE: /* SWITCH TO ENABLE SERVOING 4/

NOMOVE - FALSE; /* SWITCH TO DISABLE SERVOINO */

TYPE

ARRAYS = ARRAY[1..26 OF REAL;
ARRAYIS x ARRAYCO..172 OF REAL;
MODETYPE = ( RANDOM, NEUTRAL, PREWALK,

CRUISE, SIDESTEP, TURN ):
AXES a (X,Y,Z);
VECTOR x ARRAYCAXES3 OF REAL;
MATRIX =ARRAYCI.E.,AXES3 OF REAL;
HMATRIXwARRAYri..4.1..4] OF REAL;
ACTIVITY - (LEGMOTION,BODYMOTION.FOOTHOLDFETCH);
LEGSET- SET OF 1..S;

VAR
MIDSTX, MIDSTY. /4 MIDSTANCE COORDINATES 4/

RPHASE. /* RELATIVE LEG PHASES 4/

XFA, YFA, ZFA, /* ACTUAL FOOT FORCES 4/

XFD, YFD, ZFD. / DESIRED FOOT FORCES .1
XSTATEYSTATEZSTATE, /* FILTERED FOOT FORCES .1
XPA. YPA, ZPA, /* ACTuAL FOOT POSITIONS 4/

XPD, YPD. ZPD, /4 DESIRED FOOT POSITIONS 4/

XRD, YRD, ZR , I. DESIRED FOOT RATES 4/

ZPTERM, /* Z POS. TERM FOR ATT. CONTROL 4/
ZZEROP /* Z COMPONENT OF ZEROFORCE 4/

RSUPPORT / SUPPORT PHASE INDICATORS 4/

ARRAYS;
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ZEROFORCE, /* TRUE FORCE OFFSETS *1FORCE 
// TRUE FORCE: ARRAYlS; TE

FZERO / FLAGS FOR FORCE ZEROING

: ARRAyCI..6 OF BOOLEAN;

ATTITUDE, /* SWITCH FOR ATTITUDE CONTROL */COMPLIANCE. /* INDIRECT COMPLIANCE SWITCH */OPTIMIZATION, /4 SWITCH FOR OPTIMAL FORCEPASSI, /* SWITCH TO INITIALIZE FILTER */SAVE, / SWITCH FOR DATA AoUrSITION */SPRING /* SWITCH FOR ACTIVE COMPLIANCE *1

: BOOLEAN:

COMMAND / OPERATOR INPUT COMMAND *1

: CHAR;

DATACLOCK. / CLOCK AT ACQUISITION START */LASTCLOCK. /. STORAGE FOR CLOCK BUFFERTOTALCLOCK, /* CLOCK TICK ACCUMULATOR ./TTZCK, /* DATA STORAGE COUNTER *1XPI,YPi.XP2,YPz.
STOP.BGAG

: INTEGER;

MODE /* HEXAPOD OPERATING MODE */

: MODETYPE:

BETA, 
/0 LEG DUTY FACTOR

BPHASE.
DPSI. /* FILTERED TURN RATE COMMAND */DT, 

/4 DELTA TIME (SEC)
DXS,
DYB,

FLOTLIFT, /4 FOOT LIFTING HEIGHT
LIFTTIME, 

eMIDSTZ. /0 MIDSTANCE Z COORDINATE 9"NVELX, NVELY, /4 OPERATOR VELOCITY COMMANDS 4/NDPSI, /0 OPERATOR TURN RATE COMMAND '/PERIOD, /* PERIOD OF KINEMATIC CYCLE */PHASE, 
/4 KINEMATIC CYCLE PHASE

PSIC ,RADIUS, /* RADIUS FROM CO. TO MIOSTANCE ./
TPHASE,SPERIOD, /4 SUPPORT PERIOD (SEC) 4/YELX, VELY, /* FILTERED VELOCITY COMMANDS 41VELMAX, /* MAX FOOT VELOCITY COPONENT
XT.YT.ZTXE.YE,ZE,ZFS

: REAL;

SUPPORT /* SET OF LEGS IN SUPPORT PHASE 4/

: LEGSET;
TRISET : ARRAYEI..20 OF LEOSET:
FTHDPTFTHD : MATRIX;
TMATRIX:HMATRIX;
ACTION : ACTIVITY;
VTRI2,VTRZ3 : VECTOR;
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VFS-.

(FILE: WALK37.PAS

/* PROGRAMMER :SHENJ-JEN TSAI *
1* DATE :APRIL 20v 1993 *
/* FUNCTION : THIS PROGRAM DIRECTS HEXAPOD TO 0/

1* PERFORM FOLLOE-THE-LEADER MOTION .
WITH GAIT SEGUENCE 1-3-3-2-4-6. *

I' PROCEDURES CALLED : F00T37, 1N1T37, LIBR37. *
I. SERV37, DLNK37, LINE37. 0
/. POWR37. VISION, TRION, 0
I. ROOT4. CHECK, 0

/* (NOTE : 1NIT37, L15R37, SERV37, DLNK37, LINE37. .
I' AND POER37 ARE EXACTLT THE SAME AS THOSE 0
/4 USED IN VERSION 3.0 SOFTWARE. THEY ARE '
1* DOCUMENTED IN PUSH'S THESIS. )0

/0 USER GUIDE : >PAS WALK37.GBLF37.IdALK37 0
/0 >MAC WALK37aWALK37 0
/0 )>TKB OWALK37.CMD 0
/0 >RUN WALK37 0

VAR
COMPONENT:AXES;
NEXT .CGCGMOVEOLDFTI .OLDFT2.NEIFT1,
NEWFTZPI .PZ.LTGCPTGCNTOC :VECTOR;
XTEMPYTEMPZTEMP.ERR.XG.YG.Z0,SAITH1.TH2.
XSTRIDE.YSTRIDE.XABSTK .YABSTK.
TTIME.DVELX.DVELY.DDPSI .PITCH.ROLLP
ANGCGAUXANG.FGAIN.VMAX.STROKE. PTIME.LTIME,
LANG.RANG.*ANG.MAXANG.A.B.C.TURANG*RESANG.
DXCG.DYCGDANGCG.TANGC3:REAL:
J.LEGLIFT, ID. I.NT:ZNTEOER:
SWITCH:CHAR;
SAFE.CONTACT: BOOLEAN;
HXPXOLDXPA. OLDYPA. OLDZPA:ARRAYB;
TOPBLOCK :ARRAY 19;

LABEL 20P30;

FUNCTION ATAN2(Y. X REAL) : REAL; EXTERNAL;

FUNCTION ASIN(VALUE : REAL) : REAL; EXTERNAL;

FUNCTION SIGN(X:REAL) :REAL; EXTERNAL;

PROCEDURE CLOCKINIT; EXTERNAL;
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PROCEDURE VISION; EXTERNAL:

PROCEDURE NORMALIZE: EXTERNAL;

PROCEDURE RSAOC(NOCHAN.FRSTCM: INTEGER: SCALE:REAL;

VAR XNDATA:ARRAYLS); EXTERNAL;

PROCEDURE CHECK(XG.YG.ZG :REAL: VAR SAX.TH1.TH2 :REAL):

EXTERNAL;

PROCEDURE INITIALIZE; EXTERNAL;

PROCEDURE HALT; EXTERNAL;

PROCEDURE FOOTPATH; EXTERNAL;

PROCEDURE TESTON: EXTERNAL;

PROCEDURE TURNON;' EXTERNAL;

PROCEDURE TURNOF: EXTERNAL;

PROCEDURE JSERVO(MOVE: BOOLEAN ); EXTERNAL;

PROCEDURE TURNANGLE; C COMPUTE THE TURNING ANGLE)

VTR12EX3 *PTOCrX3-LTOCEXI:
VTR12EY3 :wPTGCrY3-LTGCCY3:
VTR23EXJ :&NTGCCX3-PTGCCX3;
VTR23CY3 =NTGCCY3-PTGCEY3;

k A: uSGRT(VTRlZtK14QTR1ZEX]*VTR1ZCY34VTR12EY3);
8:sSGRT(VTRz3CX3*VTRZ3EXI+VTRZ3CYI*VTR23CYI);
C:=(VTRIzEX3.VTRz3CX3+VTR12EY3*VTRZ3EYI )/(A*S);
IF ABS(C) > 0.9599 THEN ANG:=O.
ELSE BEGIN

IF VTR23CY] > VTR12EY] THEN A:aSGRTIl.-C*C)
ELSE A:*-SRT~l.-C*C);
ANG: .ATAN2(A.C);
IF ASANG) >* (3.1415912.)
THEN BEGIN

ANG:mANG-3. 14159;
IF ABS(ANG) >= 3.14159 THEN ANG:uANO.2.*3.14139
ELSE;

END
ELSE;

END;
ANG: .ANG#RESANO;
IF ABS(ANG) > ABS(MAXANG) THEN TURANG:uMAXANGOANG/A5S(ANG)

ELSE TURANG:sANG;
NDPSI *TURANG/PERxOD;
ANG: sTURANG#1S0./3. 14159;

END; (OF TURNANGLE 3,

PROCEDURE SYNTHMOTION: < COMPUTE X AND Y VELOCITIES I

BEGIN
DT:=o.;
XSTRIDE:*1.z.(NTGCCXI-PTGCCXII:
'rSTRIDE:.1 .2*.NTGCEYJ-PTOCCYI);
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XA~sTK:uABS(XSTRIDE): YABSTK:-AS(YSTRIDE);
IF XABSTK >a YABSTK THEN

BEG IN
VM1AX: uXABSTK/PERIOD;
IF XABSTK >a 0.001 THEN
BEG IN
NVELX:*VMAX*XSTRIDE/XABSTK;
NVELY: aLMAX*YSTRIDE/XABSTK;
END

ELSE
BEGIN
NVELX:&0.: NVELY:mo.;

END;
END

ELSE
BEG IN

VMAX: UYABSTK/PERXOD;
IF YABSTK >a 0.001 THEN

BEGIN
NVELX: *VPAX*XSTRIVE/YABSTK;
NVELY: uVMAX*YSTRIDE/YABSTK;

END

ELSE
BEGIN
NVELX:*0.; NVELY:w0.;

END;
END;

END: ( OF SYNTHMOTION)

PROCEDURE NEWDATA; ( FETCH THE NEXT FOOTHOLD Y
VAR XD.YD.zD:REAL;

BEGIN
VISION:
NEXTEX3:aXE*1o0./z.54.22.75+; .5:
NEXTEY3 *YE*100./2.54;
NEXTEZ3 *ZE.100./2.34-10.5;
IF NEXTEY] >& 0. THEN < FOOTHOLD IS FOR LEG 2

BEGIN
FTMDC2.X3 :sNEXTrx3-o.zs;
FTHDr2.Yl :oNEXTEY3+0.4;
FTMDC2,Z2 :NEXTEZ];
ID:mZ; LEGLIFT:a2:
NTGCCrX3:.(XPAc13+XPAE33.XPAC51.FTHDr2.X3

*FTHDE4.X3+FTHOC6,X3 )Iu.;
NTOCEYI:.(YPAC1 3+YPAr33,YPAE5JFTHDC2.Y3

#FTHDC4,Y3+FTHDE6.Y3)/S. 1
END

ELSE ( FOOTHOLD IS FOR LEG I Y
BEGIN

FTMD[1 .X]:*NEXTEXI:
FTSI4.Y]:*NEXTCY2:
FTHDC .ZI :aNEXTEZ3;
Mal-: LEOLIFT:wI;
NTGCCX3 * (XPACZI.XPAC43.XPAESI.FTHDCS .X3

+FTHDC3,XI.FTHDCS.X3)/B.;
NTGCIY3:.(YPAE23.YPAC43,YPACBI.FTHDCI .Y3

*FTHDC3,Y3.FTHDC5.YI i/S.:
END:
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ACTION: sLEOMOTION;
SUPPORT: aSUPPORT-CLEGLIFT3;
END;

PROCEDURE SAFECK; ( SIMULATE THE MOTION AND SEE IF ANY LEO
WILL BE OUT OF THE KINEMATIC MARGINS I-

CONST YHIPsS.562;
VAR ICK:INTEGER;

DXSM. DYSM. B C :REAL;
FTHOSPI:MATRIX;

BEGIN
SAFE:mTRUE; SAI:.o.; TH1:=O.; TH2*=O.:

( CHECK IF LEG 3(4) WILL BE OUT OF MARGIN

ICK : LEOLIFT+2;
Xo: sFTHDCICK .)O3-HIPXrICK];
YG: .ASCFTHDCICKY3)-YHIP;
ZG:*FTHDCICKZ3;
CHECK (XG,YG.ZGSAIPTH1,TH2)*:
SAI:=ABsCSAI); THI:=ABS(THI); THZ:=ABS(TH2);
IF (SAl > 75.) OR (THI > 75.) OR CTHZ > 75.)
THEN
BEGIN

WRITELN(' LEG ',ICK:1.' IS OUT OF MARGIN 91 1
WRITELN('SAIn',SAI:8:4.' THI.'.THl:a:4,' TH2=.

TH2:8:4);
SAFE: uFALSE;

END
ELSE;

f CHECK IF ANY LEG WOULD BE OUT OF MARGIN IF THE BODY MOVES
TO ITS DESTINATION

S:.SIH(TURANG); C:mCOS(rURANG);
DXSM:*XSTRIDE/I.2; DYSM:sYSTRIDE/1.2;
FOR I:ul TO S DO

BEGIN
IF j(ID&l) AND ((1l) OR (ls3))) OR ((XDw2)

AND ((1.2) OR (1.4)))
THEN
BEGIN
FTHDSMCI.X3:fl(FTHDCI .X2-DXSM)*t+(FTHDCI .Y2-DYSM)*1:
FTDMIY:-FMC*]DXM*+FHC,3DS)C
XG:aFTHDSMC I .X-HIPXC I I
YG:*ABS(FTHDSMCI .Yl)-YHIP;
ZO:nFTHDCI .z:;
END
ELSE
BEGIN
XG:.(PTFTHOEI.XI-DKBII).C.(PTFTHDEI.Y)-DYSM).B

-HIPXECI;
YG:.-(PTFTHDCItX3-DXS14).B.(PTFTMDCI.Y3-DYSM).C;
YG:-ABS(YG)-YHIP:
ZG:=PTFTHDCI .zl;
END:
CHECK(XG.YG.ZGSAITHl .TH);
3A1:aABS(SAI); TH1:aABScTHI): TH2:nABS(TH2);
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IF (SAX > 75.) OR (THI > 75.) OR (TH2 ,, 75.)
THEN
BEGIN

WRITELNC' LEG .i.'IS OUT OF MARGIN 02 I '
WRITELN(5SA1.'.SAI:U:4.' TH~s'.THI:9:4.' TH28'.

TH2:9:4);
SAFE:=FALSE;

END
ELSE;

END; IOF DO

C CHECK IF LEG 5(6) WILL BE OUT OF MARGIN AFTER THE BODY
MOVES AND AFTER THE LEG TRANSFERS

ICK:=LEGLIFT#4;
FTHDSML ICK .X3: .(FTHDC ICK .X3-DXSM)*C*(FTHDE ICK.*Y]-DYSM).B;
FTHDSM1ICI(.YJ: -(FTHDrICK,XJ-DXSM).B.(FTHDEICK.Y3-DYSM).C:
XG: uFTHDSMEICK .XJ-HIPXCICKJ:
YG:-ASFTHDSMEICK .Y3)-YHIP;
ZG: *FTHD I CK Z3;
CHECK CXG.YG.ZGSAI,TH1 .TH2);
SAI:wA~s(SAI): TH1:aABS(THl); TH2:uABS(TH2);
IF (SAX > 75.) OR (THI > 75.) OR (TH2 > 75.)
THEN

BEGIN
WRITELN(' LEG '.ICK:l.' IS OUT OF MARGIN 03 1 )
WRITELN(SAIsa%5A1584.' THIw'.T L:6:4w' THzu's

THZ:8:4);
SAFE: .FALSE;

END
ELSE;

END; ( OF SAFECK

PROCEDURE FOOTHEIGHT; ( COMPUTE FOOTLIFT OF A TRANSFER LEG 1)
VJAR B.C:REAL:
BEGIN

IF PTFTHDCLEGLIFT.Z3 > FTVHDELEGLIFT-ZI
THEN B:aFTHDCLEGLIFT.Z3
ELSE B~uPTFTHDELEGLIFT.Z3;

IF C > 10. THEN FOOTLIFT:*B-1O.
ELSE FOOTLIFT:u5.U;

END; I OF FOOTHEIGHT >

BEGIN ( BEGIN OF THE MAIN PROGRAM

CLOCKINIT; ( START PROGRAMMABLE CLOCK >

MIDSTXtl]:.z2.75; MIDSTXC23:n22.75;
MIDSTX3:.O.; MIDSTxr43:wO.;
MIDSTXE53:--22.75; MIDSTXrBJ:=-22.75;
MIDSTYC13:=-24.4 MIDSTYE21:=24.;
MIDSTYC3]:=-24.; MIDSTYE43:=24.;
MIDSTYrS2:*-24.; MIDSTY[63:u24.;
MIDSTZ:.2O.; BETA'p5/6;
HIPXr13:a22.75; HIPXr2]:s22.75;
HIPXC33:aO.: HIPXE43:oO.;
HIPXC53:u-22.75; HIPXE63:v-22.73;
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FGAIN:=O.5; FOOTLIFT:wIo.;
ZF5:=MIDSTZ;

(INITIALIZE '* :4--MPLIANT TRIPOD SETS IN ORDER
OF PREFERENCE )

TRISETC13 :u 11,4,53; TRISETE23 :- 12,3,63;

TESTON;
TURNOF;
WRITELN(' TURN ACTIVE COMPLIANCE ON ? Y/N
READLNCSWITCH);
IF SWITCH a 'Y' THEN COMPLIANCE:- TRUE
ELSE COMPLIANCE:= FALSE;
WRITELN(' TURN ATTITUDE CONTROL ON ?P Y/N '
READLN(SW ITCH);
IF SWITCH w 'Y' THEN ATTITUDE:sTRUE
ELSE ATTITUDE: .FALSE;
WRITELN(' TURN FORCE OPTIMIZATION ON ? Y/N '
READLN(SWITCH);
IF SWITCH= 'Y' THEN OPTIMIZATION:xTRUE
ELSE OPTIPIIZATION:.FALSE;
RBADCC5.59. 1,TOPBLGCK):
PITCH:xTOPBLOCKC73*c-0.7S54);
ROLL:zTOPBLOCK[83*(-0.7854;
WRITELN(' PITCHm'.PITCH:8:4,' ROLLs'.ROLL:8:4);
WRITELN(' INPUT THE VALUE OF MAX. TURANG. IN DEGREE '
READLN(MAXANG):
"AXANG:.MAXANG*3. 14159/180.;
PASSi :=FALSE;
NORMALIZE;
INITIALIZE;

4 MOVE HEXAPOD INTO THE INITIAL POSTURE FOR FTL MOTION

XPDE I 3:uMIDSTX 1 3-B.;
XPDEZJ : MIDSTXC23;
XPDC33:-mrDSTxr33-4.5;
XPDC4J :zMIDSTXC4344.5;
XPDESJ :UMIDSTXC53:
XPDC6S : MIDSTXCB3*8.;

FOR I:- I TO 6 DO
BEGIN

YPDC II: =MIDSTYE I 8 ZPDC I J: MIDSTZ;
PTFTHDCI .X2:-XPDCI3;
PTFTHDCI .Y3:YPDCI2:
PTFTHDCI ., :&ZPDc13;

END:7
ERR:=1000.;
TUR NON:
WHILE ERR > 1. DO

BEGIN 7
ERR: 0.;
.ISERVO(MOVE);
FOR I:*I TO 6 DO

BEG IN
ERR:.ERR+ABS(XPACII-XPDCI3);

END;
END;
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HALT:
SUPPORT:sC1 .2.3,4,5,S3;

CASSIGN FOOTHOLDS FOR MIDDLE AND REAR LEGS

FOR 1:=3 TO S DO
BEG IN

FTHDCI .Xl:uXPACI-23:
FTHOCI .Y]:-YPACI-23;
FTHDCI .Z3:azPACI-23;

END;
PTGCCX3:uO.; PTGCcY3:uo.; PTGCz3:*MIDSTZ;
LTGCCXI:n-1o.: LTGCEY3:aO.;
VELX.-O.; VELY:wO.: DPSI:mO.;
PERIOD:.I1 *:

CFETCH THE NEXT FOOTHOLD FOR A FRONT FOOT,
DETERMINE THE MOTION OF THE BODY, CHECK
FOR KINEMATIC MARGINS I-

SAFE: uFALSE;
WHILE NOT(SAFE) DO
BEGIN

NEWDATA;
FOOTHEIGHT;
TURNANGLE:
SYNTHMOTION;
SAFECK;

END:

CGMOVECX]:=o.: CGMOVECY3:xO.; CGMOVECzJ:no.:
LTIME: .TIME;
RESANG:*o.;
LIFTTIME:xS.;
TPHASE:=O.; BPHASE:wO.:
FOR COMPONENT:- X TO Z DO

BEGIN
P1 rCOMPONENTI : FTHDC5 *COMPONENT3;
P2ECOPIPONENTJ : FTHDCS *COMPONENT3;

END;

OLDFTZ: .ez;

20: CGCX3:uo.; CGrY3:so.; CGcZ3z0.;o
ANGCG:.O.:
TURNON;
SPRING: sCOMPLIANCE;

f LOOP FOR A CYCLE OF FTL MOTION I

WHILE NOT(ACTION-FOOTHOLDFETCH) DO
BEGIN
CASE ACTION OF
BODYMOTION: BEGIN
IF BPHASE <a 1. THEN I KEEP ON MOVING
BEGIN
BPHASE: .BPHASE+DT/PERIOD:
D'JELX:x FGAIN*(NVELX - VELX);
DVELY:. FOAIN.(NVELY - VELY):
DDPSI:u FGAIN*CNDPSI - DPSI);
VELX: * DVELX*DT*VELX;
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VELY:a DIJELY.DT.SJELY;
DPSIZx DDPSI.DT+DpsI;

END
ELSE ( BODY STOP MOVING

BEGIZN
NVELX:%.. NVELY:n0.; NDPSI:uO.;
VCLX:*O.: VE6Y:*o.; DPSI:*0.;

FOR z:a 1 TO U DO
BEQUA4

PTFTHDEI.Z3:*ZPAC13;
END-'
BPHASE:&o.:
ACTIOW4 LEG"OION4
LEGLI PT: LEGLIFT+2;
FOOTHEIG4T;
SUPPORT: USUPPORT-CLEGLZFTI;

END;1
END; i OF BODYPIOTION

LEGMOTION: BEGIN
TPHASE -TPHASE.OT/LXFTTIIE;
IF (TPHASE >a 1.) AND ( CONTACT ITHEN

BEG INI TPHASE:uO.; CONTACT:nFALSE;
PTFTHDCLEGLtFT .X(3 =PACELIFfl;
PTFTHDCLEGLrFT, YI *YPAECLOFT3;
PTFTHDCLEGLIFT Z: &ZPACLEOLIFT];
SUPPORT: -SUPPORT+CLEGLIFT3;
IF (LEGLIFT*31 OR ( LEGLIFT&4)
THEN

BEGIN
ACTION: .BODYPIOTION;

END
ELSE

IF (LEGLIFTaZ) OR (LEOLIFTnZ)
THEN
BEGIN
LEGLIFT: SLEGLZFT+2;
FOOTHEIGHT;
SUPFORT uSUPPORT-ELEIILIPTl3

END
ELSE

BEGIN

ACTrON: sF00THOLDFETCH;
HALT;
SPRING: sCOPIPLIANCE;
GOTO 30;

END:
END

ELSE;
END: ( OF LEGHOTION 3

END; ( OF CASE ACTION

JSERVoCNOqOVE);
FOR r:wl TO 6 DO

BEGIN
OLDXPACI3:*XPAC13;
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OLDYPACI2:uYPAC 13:
OLDZPACI2 :azPACI2:

END*
FOOTPATH;
JSERVO(NOPIOVE):
NT:zO; DzB:=o.; ZF5:nO.:
FOR I:si TO S DO

BEGIN
IF ( I IN SUPPORT ) THEN

BEG IN
NT:=NT+1:
DZB: aDZS+OLDZPAC I -ZPAC 12;
zFS:uZFS+ZPAc I,;

END ELSE;
END;

( CHECK IF THE LEG MAKES CONTACT WITH GROUND

IF (TPHASE > 0.5) AND (ZFACLEGLIFT3 > 15.)
THEN CONTACT: UTRUE
ELSE CONTACT: mFALSE;
DzB:=DzB/NT;
ZF5:=ZF5/NT;

( UPDATE THE FOOTHOLDS IN BODY CS. AS HEXAPOD IS
MOVING. )

B:USIN(PsIC); C:uCOscPsIC):
FOR 1a1l TO S DO

BEGIN
XTEMP:-FTHDEI.K2; YTEMP:aFTHDCI.Y3;
ZTEMP:zFTHDEI ,Z];
FTHDC I.X 2:. XTEMP-DXB )*C. CYTEMP-DYB ) 5;
FTHDCI.Y3:.--XTEMP-DXB)*B+CYTEMP-DYB).C;
FTHDCI .Z3:xZTEMP;
XTEMP:aPTFTHDEI.Xl: YTEMP:nPTFTHDtI.V2;
PTFTHD CI, X u (XTEMP-DXB )*C+( YTEMP-DY)B;
PTFTHDCIY3:--(XTEMP-DXB).B*(YTEMP-DYB).C;
PTFTHD I .Z2 : PTFTHDC I tZ3

END;
XTEFIP:aPTGCCX2; YTEMP:sPTGC[Y3;
PTGCCX2 :. XTEMP-DXB)*C*C YTEMP-DYB).B;
PTGC CY 2:--(XTEMP-DXB ) .3. YTEMP-DYB ) C;
XTEMP:2NTGCEX2: YTEMP:*NTGCCY3;
NTGCCX2 :* XTEMP-DXB).C+(YTEMP-DYB).B;
NTGCCY2 .-(XTEIP-DXB)*S*CYTEMP-DYB).C:

PYIME :a TIME;
DT :a (PTIME-LTIME)*3S00;
LTIME:* PTIME;
TTIME: .TTIME+DT;

END; C OF LOOP FOR FTL MOTION

f COMPUTE THE ACTUAL BODY MOVEMENT AND TURNING ANGLE
BY USING INFORMATION OF TWO SUPPROTING LEGS )

NEIFTICX2 :-FrHDC3.X2; NEWFTlCY2 uFTHDC3.Y2;
NEWFT1Cz2:xFTHDC3.Z3; NEWFTZCX3:=FTHDC4.X3;
NEWFT2CY3:*FTHDC4tY3; NEWFT2Cz3:=FTHDC4.z2;
B: oGLOFTI CX2-OLDFT2CX3;
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C: .OLDFTICYI-OLDFT2EY3;
A:s(NEWFTlCX3-NEWFTZrX1)/SGRTc5S*BC*C);
AUXANG: uATAN2(B.C);
IF A >- 0.S999 THEN ANGCG:%3.1416/2.-AUXANG
ELSE

BEGIN
B:*ASIN(A)-AUXANG;
C; *3. 14159-ASIN(A)-AUXANG;
IF ASB-TURANG) < ABS(C-TURANG)
THEN ANGCG:mB
ELSE ANGCG:mC;

END:
CG&CX3 :UOLDFT1CX3-NEWFTIEX3.COS(ANGCG)

+NEWFTIEYI*SIN(ANGCG);
CGCYI :.OLDFTIEY3-NEWFTlcX3*SINcANoCG)

-NEWFTICY3*CDS(ANGCG):
CGCZ3:=OLDFT1 EZ3-NEWFT1 rZ3:
OLDFT1 :=NEWFTI; OLDFT2:=NEWFT2;

{COMPUTE THE TOTAL ANGLE AND TOTAL DISTANCE
THAT BODY CENTER HAS MOVED SO FAR.

C:sCQS(TANGCG); S:wsIN(TANGCG):
CGMOVECX3 .CGMOVECX2.CGrX3*C-cCCY2.S;
CGMOVECY3 .CGMOVEEY3+CGEX3*B6cCYI*C;
COMOVEEZ : aCGMOVEEZ3+CGEZ];
TANGCG: &TANGCG+ANGCG;
C:=COS(TANGCS); B:xSIN(TANGCG);
RESANG: =ANG-ANGCG;
ANGCG:zANGCG*18O./3. 14159;

{ASSIGN FOOTHOLDS FOR MIDDLE AND REAR LEGS FOR
THE NEXT LOCOMOTION CYCLE

30: IF LEGLIFTw6 THEN
BEGIN
FOR 1:- -6 TO -3 DO

BEGIN

FT1H0EJ.X3taPTFTHDEJ-Z.K3;
FTHDCJY3 : PTFTHDCJ-2pY3;
FTHDEJZl :uPTFTHDEJ-ZPz3;

END;
END

ELSE;
LTGCrX3:-PTGCrX3: LTGCEY3:wPTGCCY3;
PTGCEX2:uNTGCCX3; PTGCCY3:sNTOCtY3;

< FETCH THE NEXT FOOTHOLD FOR A FRONT FOOT I

SAFE:wUFALSE;
WHILE NOT(SAFE) DO

BEGIN
NEWDATA;
FOOTHE IGHT:
TURNANGLE;
SYNTHMOT ION:
SAFECK;
IF STOP a I THEN SAMETRUE
ELSE;
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END;
LTIM~E: TIME:
IF STOP <> I THEN GOTO 20
ELSE;
NORMALIZE;
END.
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C FILE: FOOT37.PAS }

/*4e44.*44*4.444ee4*44o.*o.ee./

1* PROCEDURE: FOOTPATH 4/

/* PROGRAMMERS: DENNIS PUGH, TED CHANG 4/
/* DATE: 30-MAR-82
/* MODIFIED BY SHENG-JEN TSAI TO SUIT THE FTL LOCOMOTION. 4/

/* FUNCTION: CALCULATES FOOT TRAJECTORIES TO IMPLEMENT .1
/4 THE BODY RATES COMMANDED BY BODY MOTION 4/
/0 PLANNING. 4/

/4 USER GUIDE: THE CALLING FORMAT IS: FOOTPATH;

/1 PROCEDURES CALLED: JSERVO, RBADC 4/

/0 GLOBAL VARIABLES 4/
/4 REFERENCED: VELX, VELY, DPSI 4/

/4 MIDSTX, MIDSTY, MIDSTZ 4/
DT, PERIOD, SPERIOD t/
PHASE, RPHASE, BETA 4/

/4 FOOTLIFT

/4 MODIFIED: XPD, YPD. ZPD 4/
/* XRD. YRD, ZRD 4/

/4 XFD. YFD, ZFD ./
/4 SUPPORT, ZPTERM 4/

/4 DXB, DYB, PSIC 4/

PROCEDURE FOOTPATH;

CONST ATTSCALE - -0.7854; / ATTITUDE SCALE FACTOR 'I
ATTPOLE - I.; /* POLE FOR ATTITUDE CONTROL 4/
FTOTAL a 310.0; /* TOTAL VEHICLE WEIGHT ( LBS.) 4/

PWRSCALE a -33333.3; /* POWER SCALE FACTOR ./

VAR
ALPHA, /4 CRAB ANGLE WRT LONGITUDINAL AXIS */
A,B,C, /4 TEMPARORY VARIABLES 4/

BH. /* HEIGHT OF THE BODY 4/

COX, COY, /o COORDINATES OF CG. PROJECTION 4/

DT1, DT2, /* BACKED UP TIME FROM MIDSTANCE .l
DXBI. DYBI. /4 TOUCHDOWN DISPL. FROM MIDSTANCE 4/

DXE, DYE, /0 BODY DISPLACEMENT IN EARTH COORD. 4/
LPHASE, /t LEG PHASE VARIABLE
PITCH. ROLL. /0 ACTUAL ANGLES FROM GYRO 41
PPITCH, PROLL, /* ACTUAL ANGLES FROM PENDULUM 4/
POWER, /4 HEXAPOD INSTANTANEOUS POWER CONSUMP. 4/

PSICI. /* BODY ANGULAR DISPLACEMENT OVER DT 4/
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U, R, S, /* INIERMED. FORCE OPTIMIZATION TERMS 4/
STIME, / TIME AT WHICH DATA FRAME STORED */
SUMX, SUMY, /* SUM OF FOOT DISPLACEMENTS 4/

SUMX2, SUMY2, /* SUM OF SGUARES OF FOOT DISPLACEMENTS */
SUMXY, /* SUM OF FOOT DISPL. CROSS-PRODUCTS 4/

TIMEFP, /* REMAINING TIME IN TRANSFER PHASE */
TRTIME, /* TOTAL TIME IN TRANSFER PHASE *1
VEL, /* MAGNITUDE OF VELOCITY VECTOR ./
ZOFF, /* Z POSITION ERROR FOR ATT. CONTROL ./
ZRTERM /* Z RATE OFFSET FOR ATTITUDE CONTROL ./

: REAL;

FRSTCH, /l FIRST A/D CHANNEL FOR DATA FETCH */
I. /* LOOP COUNTER */
N /* SUPPORT PHASE LEG SET COUNTER 0/

: INTEGER;

TOP1LOCK /* TOP A/D CHANNELS .1

: ARRAYIS;

PROCEDURE JSERVO( MOVE: BOOLEAN ): EXTERNAL;

PROCEDURE RBADC( NOCHAN, FRSTCH: INTEGER; SCALE: REAL; VAR INDATA: ARRAYIB

EXTERNAL;

FUNCTION DELTATIME: REAL: EXTERNAL;

FUNCTION ATANZ(Y, X : REAL): REAL; EXTERNAL:

BEGIN /* FOOT37 */

/I EXPRESS INCREMENTAL BODY DISPLACEMENT IN BODY COORDINATES 4/
/*****4**44*44****4**e44***40444**444*********4***444e/

/4** CALCULATE INCREMENTAL BODY DISPLACEMENT WRT GROUND *44/

PSIC :a DPSI * DT;

/4** CALCULATE MAGNITUDE OF VELOCITY WRT GROUND *4*1
VEL :a VELX * VELX + VELY * VELY;
IF VEL <> 0.0 THEN VEL := SORT(VEL);

IF ABS(DPSI) > 0.00001
THEN

BEGIN
DXE u VEL/DPSI * SIN(PSIC):
DYE :a VEL/DPSI * (1.0 - COS(PSIC));
END

ELRE
BEGIN
DXE :" VEL * DT;
DYE " 0.0;
END;

/444 ROTATE DISPLACEMENT VECTORS TO BODY COORDINATES '.4/
ALPHA :a ATAN2( VELY. VELX );
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DXE * COS(ALPHA)
- DYE * SIN(ALPHA);

DYB : DXE SIN(ALPHA)
+ DYE * COS(ALPHA);

RBADC(5,58,1,TOPSLOCK);
PITCH:=TOPBLOCKCE7*ATTSCALE;
ROLL:&TOPBLOCKCB3*ATTSCALE;

< ESTIMATE THE HEIGHT OF THE BODY )

IF ACTION " BODYMOTION THEN
BEGIN

BH:=O.;
FOR I:=l TO 3 DO
BEGIN

BH:nBH ZPAC13;

END;
SH:BH/S.;

END
ELSE;

/* GENERATE FOOT TRAJECTORIES */

FOR I := I TO 6 DO { GENERATE FOOT COORDINATE FOR LEG I )
BEGIN

IF NOT( I IN SUPPORT
THEN C LEG IN TRANSFER PHASE }

BEGIN
A:*2.*(FTHDrzZ]-PTFTHDEz ZI)

-4.*(FOOTLIFT-PTFTHD[I.Z]);
B:aFTHD[I,Z]-PTFTHDCI.Z3-A:
C:*PTFTHDCI,Z];
IF TPHASE > 1. THEN
BEGIN

XRDCII]:O.;
YRDCII:mO.;
ZRDC 1:-I.;
XPDCI:nXPAcI;
YPDCII:.YPACII;
ZPDCI]:-ZPACIJ.O.5;

END
ELSE
BEGIN
IF C LEG AT TOP OF TRANSFER PHASE AND FORCE NOT YET ZEROED )
(TPHASE > 0.5) AND (FZEROCI2 a FALSE)

THEN ( UPDATE OFFSET FORCES FUR LEG I )
BEGIN
FRSTCH :a ( I - I ) 3;
RBADC( 3, FRSTCH, FSCALE, ZEROFORCE);
FZEROCI :a TRUE; { FLAG THAT LEG I IS UPDATED I
ZPTERMCI :0 0.0; { INITIALIZE ATTIT a .:RRECTION TERM )
END;

( END IF )
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.9* CALCULATE TIME LEFT TILL TOUCHDOWN OF THE LEG **e/
TIMEFP:= (I.-TPHASE).LIFTTIME:

/e** COMPUTE DESIRED FOOT POSITION 99./

IF DT < TIMEFP
THEN

BEGIN
XPDC12 :a XPDCI + (FTHDCI.X3 - XPD[I2) * DT/TIMEFP:
YPDEI :- YPD[I3 + (FTHD[I,Y3 - YPD[13) * DT/TIMEFP;
ZPD[1x :- A*TPHASE*TPHASE+BeTPHASE+C:
END

ELSE
BEGIN
XPDCI3 := FTHDCIXi;
YPDEI :a FTHD[I,Y3;
ZPDEI2 := FTHDCIPZ,;
END;

( END IF DT I

/.** COMPUTE DESIRED FOOT RATE ./
XRD[13 :z ( FTHDCI,X3 - XPDri3 ) / TIMEFP;
YRDE13 :z ( FTHDCI,Y3 - YPDEI3 ) / TIMEFP;
ZRD[I) :=(z.*A*TPHASE+B)/LIFTTIME;
END; ( ELSE TPHASE > 1. Y

END { TRANSFER PHASE )

ELSE ( FOOT IN SUPPORT PHASE )
BEGIN 0
FZEROrIJ :a FALSE; { FLAG THAT FORCE NOT ZEROED THIS CYCLE )
RSUPPORTri]:aO.:
/** COMPUTE ATTITUDE CONTROL VARIABLES *9*/
ZOFF := -PITCH * XPAC1] + ROLL * YPArI2;
IF (ATTITUDE - TRUE)

THEN
BEGZN
ZRTERM: ATTPOLE*ZOFF;
ZPTERM[ I:xZPTERM[I ]ZRTERM*DT;
IF ASS(ZPTERMEI]) > ASS(ZOFF)

THEN ZPTERMCI :a ZOFF
ELSE:

END
ELSE

BEGIN
ZPTERMCI :a 0.0;
ZRTERM :- 0.0;
END;

( END IF ATTITUDE }
/0*9 COMPUTE DESIRED FOOT POSITION 99*1
XPDCI3 :- PTFTHDCI,X3;

YPDrI2 :a PTFTHDCI.Y3;

{ ADJUST THE HEIGHT OF THE BODY IF NECESSARY 3

IF ACTION a BODYMOTION THEN
BEGIN
IF BH ( 1S. THEN
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ZPDCI3:n ZPDC13+0.5/11.*DT
ELSE IF SH > 20 THEN

ZpDrl3 *ZPDCI 2-0.5/11 .eDT
ED ELSE ZPDCli:uzpoCz2:

ELSE
ZPDEI3 :a PTFTHDEI,Z24 ZPTERpMCI3;

/-** COMPUTE DESIRED FOOT RATE ***/
XRDEI3 :a -VELX + DPSI * YPDC13:
YRDrI3 :a -VELY - DPSI * XPD(13;
ZRDE13 :a ZRTERI;

END; /* SUPPORT PHASE *

END; /* FOR I .

I. COMPUTE OPTIMAL FORCE SETPOINTS 0/

N :w 0;
SUMX .0~;

SUMY2 :a 0.;
SUMXZ :m o.o;
SUMXY :2 0.0;

FOR I := 1 TO 6 DO
IF I IN SUPPORT THEN

BEGIN
SUMX :a SUMX + XPACI2;
SUMY :- SUMY + YPACX2:
SUMX2 :9 SUMXZ + XPA113 * XPACI2:
SUMYZ : SUMY2 + YPAC13 * YPACI2:
SLINKY :~SLINY + XPAEI2 * YPA112
N :8 N 1;i
END; IF I IN SUPPORT)

(END FOR I

R :2 (SUMX *SUMY2 -SUNKY * SLIMY) /' (SUMXZ * SUMYZ SUMXY *sUMxY:;
0 :a (SUMY -SUMXY *R) . SUMYZ:
S :. N - ((SUMX * SUMYZ SUNKY * SLIMY) *R + SUMY *SLIMY) SUMY2;

COX := -SIN( PITCH 0 MIDSTZ;
COY :0 SIN( ROLL ) *MIDSTZ;

/** COMPUTE FOOT FORCE SETPOINTS *.

FOR I := 1 TO S Do
BEGIN
XFD[II :a o.o:
YFDIX2 :a o.o;

IF I IN SUPPORT
THEN
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IF OPTIMIZATION a TRUE
THEN ZFDrIZ 2 ( 1 - 0 * C YPA[Z] - CGY- R C XPA[IJ - CGx ) ) * FTOTAL / S

ELSE ZFDEII :a FTOTAL / N

ELSE
ZFD(I : O.o;

END; ( FOR I IJSERVO( MOVE ); ( CALL SERVO ROUTINE }

END; / FOOTPATH *1
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CHECK.PAS

(FILE CHECK.PAS 3%

/o PROGRAMMER :SHENO-JEN TSAI 0

I. DATE :APRIL 20. 1903 *
/0 FUNCTION :GIVEN A FOOTHOLD (X0.YG.ZG) FOR A LEG, '

CHECK IF THE LEG CAN REACH IT WITH4OUT *
I. EXCEEDING THE KINEMATIC MARGINS. 0

I* FUNCTIONS CALLED :ATAN2, ASIN. SIGN 0

I. USER GUIDE : >PAS CHECK=CHECK 0

/0 ?MAC CHECK UCHECK

PROCEDURE CHECKCXG.YGZG :REAL; VAR SAI.THI.TH2:REAL);

CONST LI=1Z.5S; LZuI7.00; L3w0.;
L4- 2.5: LS-Z.483;
XHIP&zz.73: YHIP=.362:

VAR SX.Y.ZA.B.CD.E:REAL;

FUNCTION ATANZ(YX :REAL) REAL; EXTERNAL;

FUNCTION ASIN(VALUE REAL) REAL: EXTERNAL:

FUNCTION SIGN(X :REAL) :REAL: EXTERNAL;

BEGIN
z: -zo:
Y:ZYG; x:wxo:
SAI: .ATAN2CXY) 1
S:.SIN(SAI); C:=COS(SAI);
SAX: uSAI*1SO./3. 14153;
IF 9.0. THEN Aum0.
ELSE A:u=(X-L4*+L3*C) /3;
A:=AOA;
B: uA+Z*Z l*LI-L2*L2-LS*LS:
D:.LI*L: -3.LS;
D:.SQRTcD);
D:a2.OL2*D;
B: aB/DI
IF ABS(8 > . THEN B:=SXGN(S)
ELSE'.
B:*ASIN(B);
E:uATAN2(LS.L1);
TH2: mi-El
S:@SINCTH2); C:.COSCTH2);
TH2: a1H2*1B0./3. 141591
A:aL5+L2*C: B:uLl+L2#S5
C: .A*A+GS
C:-SORT(C);
C:aZ/C:
IF ABS(C > 1. THEN C:KSgaN(C)

272



ELSE;
C:--AsZN(C) 7
D:aATANZ(A,3,:

END; THI :aTWI*1uo.,3.14 1 59;
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CENTER.PAS

(FILE: CENTER.PAS

le PROGRAMMER: SHENG-JEN TSAI
/0 DATE: APRIL 20, 1963 4
/* FUNCTION: GIVEN CXIYI.Zl.XXI.IYI) AND (X2,y2Z2Z.X2.IY2).*/

/4 COMPUTE THE LOCATION OF THE LENS CENTER WITH 4

/4 RESPECT TO THE IMAGE PLANE. 4

/0 PROCEDURE CALLED: NONE
/0 0/

/* USER GUIDE: >PAS CENTERwCENTER *
/4 >MAC CENTER=CENTER 0

/0 >TKBIFP/CP=CENTERC,C1 3LPASLIB/LI 0

/0 >RUN CENTER

PROGRAM CENTER;I

LABEL 10;

TYPE
MATRIX=ARRAYES. .4.1..41 OF REAL;
VECTOR&ARRAYCI..33 OF REAL;

CONST
F=..5E-3:
DXw4.6E-5;
DY-3.SE-5;
NXu 2431
NYm244;
A3--7.073564E2; AZ=S.84817E1;
Al--3.2127E-1; AO=G.ISZSE-4;
B3a-7.86339E2: 82&4.7U627E1:
Bls-1.18977E-1; BOn-5.3976E-5;

VAR
TMATRIX:MATRIXc:
C21F.C22F.V21 .V22VI WI .UZD:VECTOR;
I .XIOFF.YIOFF,X2OFFY2OFF:INTEGER;
X.Y.Z.AC.BC.A,B,C,IRR,XIM2,YIMZ.ZIMZ.
KI .K2,K3,LX.LY.ANG.XIMI .YIM1 .ZIM1.

XCYC,X1 ,Y1.Zi .XZ.YZ.Z2.XPI .YP1 .XPz.YPz:REAL;
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BE.GIN
10: WIRTELN('INPUT. THE iMAGE COORDINATES Xp1l.p.ZYpZ,);

RRIDELNf'INPUT XI, YI .ZZ'):REAVLN(X1 'YI .2);
WRITEL4( 'ZNPUT XZ,YZ#.Z 1 ;
PEADLN(X2.Y2,Z

2 );

Lx: *NXODX; LY: 'NY*DY;
XXMI :R(xP1-O5).bx.

vI1r3::sxnl-zI :

YzP9:=YP
2 -. O, 5 ,D0ZIMZ:ao.;

V22CZI:aYzM..Y2:
'J22C3] aZr~ZMZ-Z:

6:*sGRT(S);
C: avZ2CI 1.22r1 :*VZ3.IV22r23,v+ :VZZ*V23 2.C:NsGRT(C);
FOR I:ml TO 3 DO

BEG IN

END;

BCK*Ii...KCI...KC2#Kzj:urioE

xc:axDx: Yc:nY/oy;
WRITELN( 'XCEtTER*w,XC:&:

3 ,' YCENTERo',YC:e:
3 );X:*SC*UZEIIX

2 ;Y:*BC:.u2zr +2

xc:wx/ox: Yc:%y/oy:WRITELN( 'XCENTER*'.XC.S:
3 ' YCENTERu&'.YC:9.

3 ).WRITELN; WRITELN;
GOTO 10;

END.
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ROOT4.PAS

.*FILE: ROOT4.PAS 4
/* PROGRAMMER: SHENG-JEN TSAI .
I. DATE: MARCH 12, 1993 4

/* FUNCTION: TO COMPUTE THE POSITIVE, REAL ROOTS OF A 4TH *
/4 ORDER POLYMIAL BY NEWTON-RAPHSON METHOD. THE .
I. DESIRED ROOT R MUST BE GREATER THAN THE 4
/4 INITIAL VALUE IR. 4

/4 PROCEDURES CALLED: NONE 4

Procodure ROOT(K4.K3.k2,k1 .KO:roaI:
VAR RPIR:REAL);

VAR
POFR. PDOFR,KEY,*RNEXT :REAL;

BEGIN
KEY:u1.;
R:.IR:
POFR:.1.;
WHILE ABS(POFR) >a 1.OE-B DO
BEGIN
PORaK****-3RRRK**-K-)R(OI)
PDOFR:=-4.*K4*R*R*R-3.*K3*R*R-z.*KZ*R-(K1-1);
KEY:. PGFR/PDOFR;
R: .R-KEY;
END;

END:
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FOVF.FTN

C CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
C C PROGRAMMER: SHENJ-JEN TSAI C
C C DATE: MARCH 12. 1983 C
C C FUNCTION COMPUT THE FIELD OF VIEW OF C
C C BOTH CAMERAS AS A FUNCTION OF C
C C TILT AND ROLL ANGLES AND PLOT C
C C TH4E RESULT IN THE HP PLOTTER. C
C C C
C C SUBROUTINES CALLED: INITZ. HPPLOT, STOVER C
C C C
C C USER GUIDE: FOVF/FP/CPwF.AJF,HPPLOT, C
C C rC1UF4POTS/LB C
C C /C
C C COMMON=IOPAGE:WR C
C C iiC

C C C
C CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC

DIMENSION CENTER(3) .URC3) .UL(3) ,URB(3) .ULBC3)
DIMENSION T(4,4),0(3)
DIMENSION IM(2,30) *ICAI (2,5),*ICA2(2,5)
REAL K.LXLY.LZ.LR(3) .LL(3) .LRB(3) .LLB(3)

C GENERATE DATA ARRAY IMI FOR THE HEXAPOD BODY
C TO BE PLOTTED IN HP PLOTTER

IM( 1 * )w350
IM(2. I)x332
IPIC1,2) =425
IM(2.2)-332
IM(1 ,3)-425
IM (2.3).2 16
INC 1.4)-350
XM(2,4)z216
XMC 1 5).425
IM(2.5)*216
IMC 1,6)*425
IM(2.6). 100
IM(1I 7)u350
IM(2.7)z100
IM(1.9) .IM( 1.6)
IM(2.B)zIM(Z.6)
INC 1.9)=575
XM(2,9) =100
MIN1. 10)-650
IM(2. 10)w100

IM(2.11)21M(2,S)
INC 1.12)u575
IM(2. 12) .216
INC I.*13)=650
IM(2. 13)z216
IM( 1.14)*IM( I *12)
IM(2, 14)=1MC2. 12)
IMC 1. 5)s575
IM(2. 15)m332
INC I *19)8650
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IW2.16)u332

Nuo

DO 11 Ja1.5
SCAI(I.J)a0.
ICA2( I.J)*O.

11 CONTINUE

C CLEAR THE HP SCREEN AND PLOT THE HEXAPOD BODY

CALL INITZ
CALL HPPLOT(ICAI.5,2)
CALL HPPLOT(ICA2.5.3)
CALL INITZ
CALL HPPLOT(ZM.17,1)

I RITE(SPS)
5 FORMAT('INPUT PITCH AND ROLL ANGLES')

READ(S.#) ANGI.ANGZ
ANGZ-ANOZ/180.*3. 1416
At4GIvANGI/190.*3. 1416

NT .0
FwS .5E-3

PX4.E-3
PYu3.6E-5
o)(-O. 13
DYn..15
DZU-O. 525
LX*0.05
LYNO.
LZO.

C COMPUTE THE FIELD OF VIEW4 OF CAt'ERA I
C AND CAMERA 2

CENTERt I)%lI9*PX
CENTER(Z)a119#PY
CENTER(3) a-F

4 UL(2 w.
UL.(2)a0.
Ut.(3)*. 
UR( I )248*PX
uR(2)a.
UR (3)a0.
LL( I.) 0.
LL(2)-244*PY
LL(31u0.
LR(11'2'.B'Pf
LR(2)w244*PY
LR(3)aO.

NTmNT. I
DO 10 1=1,3
UL(I)%UL( 1)-CENTER(I)
UR(Z~wUR(I 1-CENTERCI)
LL( I)*LL( I)-CENTER( I)
LP(tI)-LR( I)-CENTER( I)
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T(l I.1 -0.
T( 1.2)--COS(ANOZ)
T(l.3)sSINiANGI)
T(2.1 )=COS(ANaZ)
T(2.2)--SXN(ANG1IO*SINCANG2)
T(2.3)w-COS(ANGI )*SZN(ANG2)
1(3.1 )sSXN(AN02Z)
T(3.2)mSIN(ANO1 )*COS(ANG2)I T(3.3)xCOS(ANG1 )*COS(ANG2)

DO 40 Z'.1.3
ULBI).T(1,1 ).UL(1)+T12)*UL(2),T(.3)LIL(3,
URB(Z1.T(Z11.UR(1).T(1,2).UR(Z)+T(1,3)*UR(3)

LLB(I):T(.1,1)*LL(1),T(1,2)*LL(2),T(I.3).LL(3)

40 CONTINUE

0(1).LX*COS(ANOI ?.LZ*SINANGi).Dx
O(2)NLX*SZN(ANOZ,*SIN(ANGl ).LV.COS(ANGZ)

I-LZ*SIN(ANGZ)*COS(ANGI )+DY
O(3)'-L.X*SIN(ANG1 )*COS(ANOZ).LY*SIN(ANOZ)

I*LZ*CGS(At4GZ).COSiANG1)+DZ

ULS( 1 .0(1)+ULB( I)*K
LLB(Z)xO(Z)+ULS(Z)*K
ULB(3O%(3)+ULB(3)*K

URB( 1) x0(l)+URS( I)*K
LIRE (2)uO(2) +URB(Z I K
URS931.0(3)'URB93)*K
I(.(0.7-O(3) )/LLa(3)

LLB(2) .O(Z)+LL8 2)*K
LLS(3)a0(3)+LLa(3)*K
K.(0.7-0(3) )/LRS (3)
LRB( 1) Q( 1)*LRB(I1)*D(
LRS(2)%O(2)4LPB(2)*K
LRS(3)*0(3)+LR8.3V*K
PITCI4.AN0I1SO./3. 1416
ROLLwANGZ*180. /3.1416
WRXTE(S.30) PITCH-POLL

s0 FOR"AT(//,'ANGI..,FS.4,' ANG2n',FS.U)
WRITE(5.60)LR9(1) .LRS(2) .LPS(3)

so FORMAT(/,'LRX-.FS.4,' LRY*'.FS.4.' LRZ%',FS.4)
WIRTES.,70) LLSU I .(.L(2),LLS(3)

70 FORM4?(/,'LLX2',FS.d.' LLY=',FS.4.1 LLZw'.FB.4)
WRITE(5.BO) URB(1)PURB(2),URB(3)

S0 FORMAT(/.'URXs',FS.4,' URYZ',FS.4.' URZs%,FB.4)
WRXTE(SPSO0 ULB(IoULS(Z).ULS(3)

s0 FORMAT(/.'ULxs',FS.4,1 ULY.F.4,' ULZft',FS.4)
FAC-ZOO.
IF (NT ADG. 2) 00 TO 7

*ICAS(S .1).ULS12)*FAC.500
ICAI (2.1)sUL8( 1 1.PAC.332
XCAJI1.2).LIRS(21*FAC+500
ZCAI (2.21.LJRS( I)*FAC+332I ICAl ( .3).I.RBCZ)*FAC+500
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ICA! CI.5)nICA1(1 .1)

ICAI (2.3)=ICAICZ.I)

C PLOT THE FIELD OF VIEW OF CAMERA I

CALL STOVER(2)
CALL HPPLOT(ICAI.3,2)
GO TO 9

7 ICA2(1.1)=ULBCZ)*FAC+500
ICAZ(2#1I)-ULB(1)*FAC+332
ICA2(1# 2)-URRC2)*FAC+500
ICA2(2,2)&URB(l )*FAC+332
ICAZ(l1 3)=LRB(2)*FAC+500
ICA2(2p3)wLRa( 1)*FAC.332
ICA2( 1,4)xLLB(Z)*FAC+500
ICA2(2,4)=LLB( 1)*FAC+33Z
ICAZC 1#5) mCA2( 1,1)
ICA2C295)=ZCA2(2. 1)

C PLOT THE FIELD OF VIEW OF CAMERA 2

CALL STOVER(3)
CALL HPPLOT(ICAZ.5.3)

9 IF (NT .EG. 2) GO TO 3
ANG2x-ANG2
DYs-O.2
CENTERIVIIl34PX
CENTER(V=-11Z.PY
GO TO 4

3 IF (N .LE. 20) GO TO 1
STOP
END
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POLYFT.PAS

/0 FILE: POLYFT.PAS */

PROGRAM POLYFT;

/ PROGRAMMER: S. J. TSAI 4/
/ DATE: JULY £ 1982
/* FUNCTION: 4/

/* THE FUNCTION OF THIS PROGRAM IS TO FIT A SET OF POINTS BY 4/

/* USING A POLYNOMIAL. THE NUMBER OF POINTS TO BE FITTED IS 50 4/

/* OR LESS,AND THE DEGREE OF THE FITTING POLYNOMIAL IS LIMITED TO*/
/ IS OR LOWER. HOWEVERTHE RISTRICTION ON THE NUMBER OF DATA *1
/ POINTS CAN BE EASILY REMOVED BY CHANGING THE DIMENSION OF */
/* ARRAYS USED IN THIS PROGRAM. 4/

THE PARTICULAR ALGORITHM EMPOLYED IN THIS PROGRAM TO FIT ./

/I POINTS IS BASED ON "ORTHOGONAL POLYNOMIALS",AND THE ERROR IN 4/

/* FITTING IS MINIMUM IN THE LEAST SGUARE SENSE. THE ALGORITHM */
/* IS OUTLINED AS FOLLOWS. *-

c PrNa12(X)-(X-9ETAtNI)*P[N3(X)-GAMA[N3*PCN-13(X) }
f BETACNI-SUM(PCN3(X)4PCNI(X)*X)/SUM(PCN3(X)4PCN3(X)) )
{ GAMACNI-SUM(PCNI(X)4PCNI(X))/SUM(PCN-13(X)4PCN-13(X)) 3

PEO3(X)-O. Przi(Xi=I. 4/

/* WHERE PCN3(X) IS THE NTH ORTHOGONAL POLYNOMIAL. 4/

/* THE DATA POINTS TO BE FITTED ARE STORED IN AN EXTERNAL 4/

/0 FILE "CLEN.DAT". IT IS THE RESPOSISILITY OF THE USER TO El
/4 CREAT SUCH A FILE BEFORE RUNNUIG THIS PROGRAM. 4/

/* USER'S GUIDE:
/ >PAS POLYFT-POLYFT 4/

/4 >MAC POLYFT-POLYFT 4-
1* >TKB POLYFT/FP/CP=POLYFT.1,IJPASLIS/LB
14 )RUN POLYFT 4/

TYPE
ARRAYBOsARRAYEI..9O3DF REAL;
INDEX-I. .91
MATRIX-ARRAYtINDEXINDEX]OF REAL:
ITEM-

RECORD
X:REAL;
Y:REAL

END.
PATH-FILE OF ITEM:

VAR
ACOEBETA.GAMA,X,Y.FA.FB,COE,YCAL:ARRAYSO:
YY.STD,SUM,SUMXSUMY,SUMZ,PD,FFDIF,PAPB,PC:REAL;
I,J.K:INDEX;
P:MATRIX;
NNPM1,SIZE:INTEGER:
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POINT: ITEM;

CLENI:PATH;

BEG IN

I. READ IN THE DATA POINTS TO BE FITTED FROM THE *

/* EXTERNAL FILE "CLENI .DAT" *

SIZE:ut1
bIRITELN('INPUT THE NUMBER OF POINTS TO BE FITTED MI)
READLN(M18;
RESETcCLEN1, 'CLENI.DAT'. 'CLEN1.DAT.,SIZE);
FOR I:nl TO MI DO

BEG IN
POINT: cCLEN1^;
XC13:xPOINT.X;
YE13:=POINT.Y;
GET(CLEN );

END:
URITELN('INPUT THE DEGREE OF POLYNOMIAL *N');

READLN(N);
NP:aN. 1;

1* BEGINNING OF THE ALGORITHM. 4

SUMY:aO.; SUmX:=o.:
FOR J:xl TO Ml DO
BEGIN

SUMY': SUMY+YCJ3;
sUMx:msUMx+XcJJ:
FAEJ3:xI.; FBCJ3:=..

END;
COEC 11: SUMY/PI1;
BETAC 1 3: SUMX/M1;
GAMAE13:ao.;
FOR Jusl TO Ml DO
BEG IN

YCALIJ3:sCOEr13
END;
PD:-Ml;
IF NP >- 2 THEN

BEGIN

FOR 1=2Z TO NP DOI
Sumy:xo.: SUMX:vo.: SUMz:-o.:
FOR J:=1 TO Ml DO
BEGIN

IF I <s 2 THEN FF:zXrJ3-BETACI-l3
ELSE FF:-(XEJ3-SETP:r-ii)*FAEJ3

-GAMAEI-1J*FBCJ3;
FBCJ3:sFAEJ3;
FACJ3 :aFF;

PA:.PB*XCJ3;

PC. F*YJI
SUMY: uSUMY+PA;
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suf.Z: SL -'+PC;
END; /* END J *

BETAC 12 =SUMY/SUMX:
GAMAC 12: =SUMX/D;
COEC 12:uSUMZ/SUMX;
PD: =SUMX;

FOR J:xl TD Ml DO

BEIYCALCJ2 :=YCALCJ3+COECI3*FACJ3;

DIF:sYCJ2-YCALCJ3;
suM: aSUM+DIF*OIF;

END: /* END J '
STD:*SGRT(sU1/M1):

END: i. END I *
END I* END THEN *
ELSE

BEGIN
YY:=COEC12:;

FOR I=1l TO MI DO
BEGIN

DIF:-YE13-YY;
SUM:sSuP9+DxF*DIF:

END;
STD:aSGRTcSUM/Ml);

END:

/* COMPUTE THE COEFFICIENTS OF THE POLYNOMIAL *

FOR K:-i TO NP DO
BEGIN

PCI.K : sO.;
END;

PCI.*12: * *

FOR 1:-2 TO NP DO
BEGIN

FOR J:-i TO I DO
BEGIN

IF 1*2 THEN PCI.J3:u-BETACI-13.P1I-1,J3
ELSE PCI .J3:-BETACI-13.PrI-1 .J3

-GAMACI-12.P[1-2. J3;
IF J >- 2 THEN P1I.J2:=PEI.J3+P1I-1,J-12
ELSE;

END: /* END J .
END; /* END I *

FOR J:.i TO NP DO
BEG IN

ACOECJ2:uO.:
FOR 1u1 TO NP DO

BEGIN
ACOErJ]:=ACOEEJI+CDECI2.P[I ,J

END: /* END I 4

END: /* END J */

WRITELN('THE DEGREE OF POLYNOMIAL IS'.N);
WRITELN('THE STANDARD DEVIATION *'.STD:1o):
WRITELNC'THE COEFFICIENTS OF THE POLYNOMIAL ARE :
FOR 1u1l TO NP DO
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BEG IN
J:=I-i;
WRITELN( 'A. J:2. a ,ACOECI:10);

END:
END.
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YR ION. PAS

I. FILE: TRION.PAS *
/* PROGRAMMER: SHENJ-JEN TSAI *
I. DATE: MARCH 12, 1983 *

i. FUNCTION: TO COMPUTE THE 3-DIMENSIONAL COORDINATES *
1* (XTYT.ZT) OF AN OBJECT POINT FROM ITS Z-D '
/. IMAGE COORDINATES CXPIPYPI,XPZ.YPZ) BY .
I. TRIANGULATION. *

I. PROCUDURES CALLED: ROOT *
I. GLOBAL FILE: GBLTRI.PAS *

/o USER GUIDE: >PAS TRIONaGBLTRITRION *

PROCEDURE TRION;
TYPE

VECTORnARRAYtl. .33 OF REAL;
CONST

F-6.5E-3;
DXa4.SE-5;
DYs3.SE-5:
NXw248;
NY*244;

VAR
C21F.C22F.V21.V22.V1 UI ,UZD:'JECTOR;
I ,XIOFF.YIOFF,X2OFFY2OFF: INTEGER:
ACBCA.B.C. IR.R.PCTERR,
KIK2,K3,XPCET.YPCET.ZPCETLX.LY.ANG,
RXPRYRZ:REAL;
A4tA3,AZpAl,AOB4.B3.BZ.Bl .BO:REAL;
Xl fY1 ZI ,X2,Y2,Z2:REAL;

PROCEDURE ROOTcK4,K3vKZK1.KO:REAL;

VAR R,IR:REAL): EXTERNAL;

FUNCTION ATAN2( Y.X:REAL):REAL; EXTERNAL:

BEGIN
A4:-6.42000SE5; A3:=7.877979E3; AZ:at.697816EI;
Al :-i .1145SIE-1; AO:ml.1795E3E-4:
B4:a-S.432071E5;
B3:w9.95S4I6E3; 82:=3.917839: 61:n-6.724151E-2;
BO:s8.390797E-5:

IR:aSGRT(A*A.B*B);
IF CIR > 2.5E-3) THEN

BEGIN
ANO:aATAN2B8.A):
ROOT(A4,A3.A2,AZ ,AO.R. IR);
A:*R.COS(ANG); B:=R*sXN(ANG);

END
ELSE;
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VIclJ :=A;
VlC23:-B;
VlC32 :uF;
A:acXP2-111 ).DX; B:.(YPZ-113)*DY:
ZR:vSGRT(CA*A.B*B;
IF (ZR > Z.SE-3) THEN

BEGIN
ANG:nATAN2BA);
ROOTCB4,B3,92,BI,BO,R. ZR);
A:*R*COS(ANG); S:uR*SINANG);

END
ELSE;
V22Cl3:zA:
V22123:-B;
V22(3:=
C22FE13:nDX*11z;
CZZFE2J *DY#1 13;
C22FC3J :=-F;
FOR 1:-l TO 3 DO

BEGIN
V21 CI :.TrIATRrxri l*22C113+TMATRIX I .23*YZZCZJ

+TMATRIXCI .33*V223;
C21FcI:sTp1ATRIXCI,13*C22Fr13+Tp1ATRIXrl,23*C22Fc23

*TMATRIXCI ,33*CZ2FC33,TIATRIXEI .42;
END;

B:.VIC 1 2*V1 ci2vir23*V1 C22+Vir33*vir33;
B:zSORT(B);
C:*Y2I13*V21E1J+vzirz3*VzlE23+VZI3*V21E3,;
C:-SORT(C);
DE13:*TMATRIXCI .42; D[zJ:=TMATRIXEZ,43;
DC 3: =TMATRI XC3 ,42;
FOR 1:;l TO 3 DO

BEGIN
ulI3i:xViCui/S;
u2CI2:uVz1CI3/C;

END;
KI :3u112DCI2,ulr22*DCZ23,ul31*DC3;
K2 .UZC 1 i*U2C I +U123eUZZ23.UZC33*uzC32;
K3:.u2C 1 2.DC I 2EC2.DCZ2.UZ3.DC3;
AC:.(K1-K2*K3)/(1.-Kz*K2);
BC:=(KZ*KI-K3)/(1 .-KZ.K2);
X1:mAC*uIC13+DX*1 19; Yl:*AC*u1C22.DY*118;
Zl~uAC*U1C3 2-F;
XZ:nBC*UZC 1 ]CZIFCI 2
Y2:=BC*uZC2]+C21FC23;
Z2:msc*uzc33+C21FC3];
XT:B(Xl+XZ)2.; YT:u(YlYZ)/2.; ZT:*(Z1.z2)/2.;

END;
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VID.PAS

/* FILE: VID.PAS
/* PROGRAMMER: SHENG-JEN TSAI */
/4 DATE: MARCH 12, 1983 4/

/1 FUNCTION: TO TEST THE NORMAL OPERATION OF THE VISION*/
/4 SYSTEM. WHEN THIS PROGRAM IS EXECUTED, */
/4 THE 11/70 COMPUTER WILL CONTROL THE 4/

/4 SCANNING OF THE VISION SYSTEM BY SENDING 4/
/4 ONE BYTE OF DATA TO TRIGGER THE IMAGE 4/
/4 DETECTION EVENT. THE RESULTING 5 BYTES ./
/0 OF DATA ARE SENT BACK TO 11/70 FOR 4/

/4 TRIANGULATION. IF NO IMAGE IS SENSED OR 4/
THE DETECTED IMAGE IS OUT OF REACH FOR 4/

/* THE HEXAPOD, MESSAGE WILL BE DISPLAYED ON 4/
/4 THE TERMINAL SCREEN TO PROMPT FOR ANOTHER 4/
/4 TRY. 4/

/0 PROCEDURES CALLED: TRION
/4 FUNCTIONS CALLED: ATAN2,SIGNASIN o/

/* USER GUIDE: TKB *VID.CMD

LABEL 1O.Z0
CONST CSTu3779;

HEIOHTT-':;
HEIGHTS-'';
RESETSCREEN-'';

PX.T-' '
rmlbs' ;

pyltu' ';

pzlbx' '
Pk2t' ';

py2ts'';

Py2b-'
PNt'';
Pnobs"'
POUTT'":
POUTS'-;
wide';
inuvideou'';
rwevidso ''
BELL-'-;
clear'';
P0learm'';

VAR READY.IMAGE,N,I,J.A,BSB,XI.YI.X2.Y2:INTEGER:
XEYE.ZEANG,ANO1,ANGZANG3:REAL;
TTIB,TB1.TB2.TI2:MATRIX;

.MCALL ALUN$S,QIOSS,GIOSSASTXS.MTSESS,EXITSS
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. EVEN
STAD: .BYTE TC.TBF-1
RDBUF: .BLKB 6
lOST: .BLKWl 2
bIRBUFC: .BYTE ^800000010
bIRBUF: BSYTE ^800000001

.EVEN

PROCEDURE TRION; EXTERNAL;

PROCEDURE CHECK; 4 TO CHECK IF THE IMAGE IS OUT
OF REACH FOR THE HEXAPOD I.

CONST 11.12.56; L2ul7.00; L3z0.;
14= 2.5; L5=2.463;
XHIPu22.75; YHIPu9.SS2;

VJAR X.Y,AB.CD.E.SAX.TH1 .THZS:REAL;

FUNCTION ATANZ(Y.X REAL) REAL; EXTERNAL;

FUNCTION ASZNCVALUE REAL) REAL: EXTERNAL;

FUNCTION SIGN(X : REAL) :REAL: EXTERNAL;

BEGIN N
X:-XE; z:szE-1o.5:
IF YE < 0. THEN Y:=ABS(YE)
ELSE Y:=YE;
Y:*Y-YHIP;

< COMPUTE THE ROTATIONAL ANGLE ANGX

sA!:=ATAN2cX.Y);
S:wSIN(SAI): C:=COSCSAI):
SAZ:=SAI*18o./3. 14159;
ANGI :uABS(SAI);

( COMPUTE THE KNEE JOINT ANGLE ANG2

IF 5=0. THEN A=*O.
ELSE A:-(X-L4*S+L3*C)/S:
A:=A.A;
B .A+Z*Z-L1.LI-L2*LZ-L5*LS;
D:nLI*LI.L5.L5;
D:.SGRT(D);
0D .2. *L2*D;
9:aB/D;
IF ASS(S) > 1. THEN 8:sSIONCB)
ELSE;
B:uASIN(S);
E:oATAN2CL5.Ll);
TH2:nB-E;

S:.SIN(TH2); C:sCOS(TH2);
TH2:aTH2.190. /3.14159:
ANG2:.ABScTH2);

I COMPUTE THE ELEVATION ANGLE ANO3

A-oL5.L2*C; S:=LI.L2*S:
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C: *A*A+S.B:
C:wSGRT(C);
c:zic;
IF ASCC) > . THEN C:uSIGNCC)
ELSE;
C:u-ASIN(C);
D:=ATAN2(A.B);
Till:sC.D;
THI :aTH1.I80./3.1415s;
ANG3:*ABS(THl);

END: ( OF CHECK

BEG IN
TSIC1 .13:uo.o9ss: TBICI .23:-o.9355: TB1cl,33:a0.341;

TB1C2.13:s0.995: TS1C2,23:x.0842; TB1L2.3):u-o.034l;
TBlCZ.4 :zo. 14:
TBI[3,13:x.. TBlE3.z3:xO.343: TBICr33:=.9392;
T91C3,4]:s-0.48;
TBlC4.l2:*0.: TMC4,23:z0.: TBIC4,33:uO.; TB1C4.43:ul.:
TBZCI11:s-0.0995: TS2El,23:=-0.S3S55 TB2EI.33:.o.341;
TBZ2l .43:x-0.0ll;
TBZEZ. l3:xO.995; TB2r2,z3:z-0.o842; T82c2.33:-0.0341;
TB2rz.43:s-0. 163;
TB2C3.1]:o0.; TBzr3.23:-0.343; TS21333:O.9392;
TSM43:u-o.48;
TB2c4.u3:*0.: TBZE4.23:-0.; T8zE43:aO.; TB2r4.41:=1.:
FOR I:ul TO 3 DO

BEGIN
TIB1l. I3:wTB11I,13; T1BCZ. 12:uTB1CI,22:

T1BCI,42:s-(TB:C1,43*TB111.U.TBIc243*TlC2,13
*TSlC3.43*T91E3. 138

END:
T1BC4.13:*0.; TlBC4.23:=0.; TlBC4.33:=0.; TIBE4,43:z1.;
FOR Iz. TO 3 DO

BEGIN
FOR J:a I TO 4 DO

BEG IN
Tl2cI.j3:=TlBrI.13*TB2Cl.J3+TIBCI.23*TB2C2.J3

*TIBCI.33'TBZE3,J2.TIBEI,43.TB2E4.j3;
END: -C OF J

END: - OF I
TMATRIX: =TiZ:

NRITELN(RESETSCREEN);
WRITELN(PYlT. IPVVIDEO,WIDE.HEIGHTB,.HEIOHTT.
' SPECIFY FOOTHOLD ');
WRITELN(PYIB.INVVIDEO.MIDEHEIGHTT.HEIGHT.
' SPECIFY FOOTHOLD ');
URITELNCSELL): WRITELN(SELL); URITELN(SELL);
MRITELN(REGVIDE),

io: w0
(*sC EFlm7

LUNw^DS

ALUNSS #LUN,#0T,#0

*IOii*S #SF.GIC,#LUN,0EF1 .... (OSTADP#2>

NOV STADPA(R5)
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SWAB A (R5)
A:=A AND CST;
IF A > 0 THEN

BEGIN
WRITELN(' UNSOLICITED DATA .A:3,

BYTES EXISTS
(.SC EXITSS

END

('C IOWdS #1O.WAL.0LUN.#EFI,,0IOST.:<#WRBUF.#I>

98u9B AND CSTY(R

AP:=B AND CST
IF1=Y AN CSTTHE

GOTO 20
ELSE;
READY:-SB AND 1;
IF READYaO THEN GOTO 10

EL SE;
A:=SB AND 4; B:-SS AND 16;
IF (AmO) OR (8.0) THEN

BEGIN
IRITELN(RESETSCREEN) ;
WRITELN(PnoT.INIJVIDEO.L'IDE.HEIGHTBHErGHTT.
INO IMAGE. TRY AGAIN l');

WRITELN(PnoB. INV'JIDEO,&IDE.HEIGHTTHEIGHTB.
INO IMAGE. TRY AGAIN l');

WRITELNCBELL);
(*$C

0101459 *IO.IAL.*LUNPEFIP,#109T. .<9WRBUFC,01>

GOTO 10;
END

ELSE
BEG IN
I RI Ot
XE: .XT*TBIEC 1 +YT*TB1I.I21+ZT*T~lE1.33+TB1C1. 42:
YE:.XT*TBIE2.I2.YT.TB1EZ23zlT*Tslrz.2,3TBlcZ.43;
ZE:.XT*TBlC3. 12.YT.T51C3,22,ZT*TB1C3.32.TBIC3.43;

XE:uXE/0.0254; YE:nYE/0.0254: ZE:-ZE/O.0254;

HRITELN(RESETSCREEN);
WRITELN(' X1s'.XPI.' Ylu'.YPl.' X2a',XPZ.' Y2u'.YPZ);
writhln(pxlt.inuuid@L.widu~heishtb.heishtt.
I X-'.XE:S:4.' INCH ');
NRITELN(PX1S. INVUIDEO.k4IDEHEIGHTT.HEIGHTB,
# Xn.%XE:u:4p INCH '
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WRITELN(PYlT. XNVVIDEO.WIDE.HEIOHT.HEIG4TT,
Yn..YE:8:4,. INCH ,

I'RITELN(PY1S. INV'JIOEO.WZDE.HE!GHTT.HI4EGHTB,
IYe'.YE:8:4,' INCH 1)

IRITELN(PzITINVVIDEO.t.IDE.HEZGHTS.HEZGHTT,

WRITELN(Pz1S. INV'IDEO.WIDE.HEIGHTT.HEIGHTB.
0Zu',ZE:8:4.' INCH 1);

CHECK;
IF (ANCI > 75.) OR (ANG2 > 75.) OR (ANG3 > 75.) THEN

BEG IN
WIRTELN(BELL); WRITELNBSELL);
WRITELN(POUTT. INVVIDEO.WIDE.HEIGHTB.HEIGHTT,

'OUT OF REACH, TRY AGAIN! )
bJRITELN(POUTB. INvYIDEO.WIDE.HEIGHTT.HEIGHTB,

IOUT OF REACH, TRY AGAIN !'
END

ELSE;

GIOWSS #IO.WAL.#LUN.#1.l #IOST..<0WRBUFC,#I>

GOTO 10;
END;

20: WRITELN(REOVIDEO);

END.
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CACI.PAS

/*444***44444444444*4*4*444444444*444444444444*444444444tt/

/* FILE: CACI.PAS 4/

/* PROGRAMMER: SHENG-JEN TSAI 4/

/I DATE: MARCH 12, 1983 4/

/* FUNCTION: TO READ THE 5-TUPLE (RXRYRZIXIY) FROM AN 4/
/4 EXTERNAL FILE CACI.DAT, COMPUTE THE DISTORTED*/
/4 IMAGE RADIUS IR, THE UNDISTORTED RADIUS RR. 1/

14 AND THE AMOUNT OF DISTORTION DR. THE VALUS 4/
/4 OF RR AND DR ARE STORED IN A SECOND EXTERNAL ./
/* CLENI.DAT WHICH IS TO BE USED BY THE CURVE 4/

/: PROCEDURES CALLED: ROOT ( IN FILE ROOT4.PAS

/* FUNCTION CALLED: ATAN ( IN FILE ATAN.PAS) 4/

/* USER GUIDE: CACI/FP/CPCACI,ROOT4,ATAN.EI,13PASLIB/LB 4/

PROGRAM CACI;

CONST
F-E.5E-3;
DXu4.SE-5: DY=3.6E-5;
NXmZ48 NY-244;TYPE

OBJECT=

RECORD
IX:INTEGER;
IY:INTEGER;
RX:REAL;
RY:REAL

END;
BLOCK-FILE OF OBJECT;
ITEM-
RECORD

RR:REAL;
DR:REAL

END;
GROUP-FILE OF ITEM;

PROCEDURE ROOT(K4,K3,K2,KlKO:REAL;

VAR R.IR:REAL); EXTERNAL;

FUNCTION ATAN(Y,X:REAL):REAL; EXTERNAL;

VAR
CRMRRXY,AZ,BIR.DR.XUDYUD.C,
RXRY.K4,K3,K2.KlKODIFANGIANG2:REAL;
BIZEPIXIYIXC.IYCIXUD,IYUD:INTEGER:
BUFFER:OBJECT:
CACI:BLOCK;
CELL:ITEM;
CLENI:GROUP;

BEGIN
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bIRITELN('' INPUT Z DISTANCE
READLNCZ);

REWRITE(CLENI.'CLENI.DAT','CLENI.DAT',SIzE);

RESET (CACI, 'CACI.DAo, 'CACI. AT * SIZE)
NRITELN('RX "I RY "I Ix

IY 'o' IXUD '.' rYUD '

IXC "~IY y );

/0.READ RXRY,IX.IY FROM FILE CACI.DAT 00

WHILE NOT EOF(CACI) DO
BEGIN
BUFFER: sCACI^;
IX:UBUFPER. Xx:
IY:aSUFFER. IY:
RX: zUFFER.RX:;
RY:=BUFFER.RY:
RX:=RX*2.54;
GET(CAC 1);

I..COMPUTE THE DISTORTED IMAGE RADIUS IR 00

A:xcIX-119)*DX;

ANGl :uATAN(B.A);
IR:-SORT(A*Ao6*B);

/00COMPUTE THE UNDISTORTED IMAGE RADIUS RR o.

K4:--S.420006E5: K3:=7.877s79E3:
K2::1 .697816EI;

ROOT(K4,K3,KZ.K1.KO,CR,IR);
M: az/F:
Xx(RX*o.o1+0X.1190M)/(M+1):
Y:u(RY*O.o1+DY*1180M)/(M+l);

YUD:*Y/DY;
IXUD:=ROUND(XUD);
IYUD:=ROUND(YUD);
X: .X-DXoI is;
ANG2:=ATAN(Y,X);
AN02:zANG2*180./3. 1416:
RR:aSORT(X*X+Yv);
A:=CR*COScANG1 )/DX;
B:=CR.SIN(ANGI ioN';
ixc:w1 19.ROUND(A':
IYC:al1 19ROUND(SB:
IF C< 0. THEN IYC:u1YC+2
ELSE;
DR:*RR-IR;
DR:=ASDR);
DIF:aRR-CR;

I..STORE RR AND DR INTO FILE CLENI.DAT 00

CELL.RR:zRR;
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CELL.*DR a DR;
CLENI ̂  %CELL;
PUT(CLENI);
URZTELN;WRZTELN:
&RITELN(RX:5:2.' '.RY:5:z,' %!IX:5,'

1y:5., 'IXUD:5.' .IYUD:5. .-

END:

END. .
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IMZO .PAS

PROGRAM IM2OB:

/* PROGRAMMER: S. J. TSAI */
/* DATE : MAY 5I1SZ */

I THIS PROGRAM IS THE "INVERSE PROGRAM" OF OB2IM. IT TAKES 4/
/* THE IMAGE COORDINATE (IX.IY) AND COMPUTE THE THREE DIMENSIONAL */
/* SPATIAL COORDINATE (X,Y,Z) OF THE OBJECT POINT.ASSUMING THAT 4/

/* THE OBJECT POINT LIES ON A PLANE WHICH IS PERPENDICULAR TO THE 4/
/* OPTICAL AXIS OF THE CAMERA AND THAT THE DISTANCE BETWEEN THE */
I* LEN CNETER AND THE OBJECT PLANE, Z ,IS KNOWN. 4/

/*444444*44444*44**4*444*4*****4***4***********44********4*4***4***

CONST
F=S.SE-3;
DYP3.SE-5;
DX-4.6E-5;

VAR
LXLY,X.Y,Z,M:REAL;
IXIYI:INTEGER;

BEGIN
LX:=248.*DX:
LY:-244.*DY;
Z:-I.;

WHILE Z <- 2. DO
BEGIN

PAGE(OUTPUT);
WRITELN(" Z ", IX ' X ',

' IV ',' Y ');
M uZ/F;

IX:=2;
IY:=2;

FOR 1:-1 TO 120 DO
BEGIN

X:-DX*IX+(DX*IX-LX/Z. )*M;
Y:BDY*IY+(DYeIY-LY/2.)*M;
WRITELN(Z:10:3.IX:5,X:10:3.IY:5,Y:10:3);
Ix:-%X+2;

lY:mlY+2;

END; /0 END IY */
Z:-Z+0.1;

END; /* END Z ol
END. /e END IM208 4/
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OB2IM. PAS

PROGRAM OB2IM;

/* PROGRAMMER: S. J. TSAI .1
1* DATE : MAY 5 1992 4/

1* THIS PROGRAM RELATES A THREE DIMENSIONAL POINT WHOSE */
/o COORDINATE IS (XY,Z) TO ITS IMAGE .(IX.IY),ON THE FOCAL PLANE */
/* THIS INFORMATION IS USEFUL TO CAMERA CALIBRATION.GIVEN ANY */
/I POINT (X,Y,Z) ON A PLANE WHICH IS PERPENDICULAR TO THE OPTICAL */
/* AXIS OF THE CAMERATHE CORRESPONDING IMAGE COORDINATE (IX,IY) 4/
/* IS COMPUTED.NOTE THAT IX DEPENDS ONLY ON X AND ZWHILE IY 4/
/0 DEPENDS ONLY ON Y AND Z. '/

I. PARAMETERS: 4/

/* F : FOCAL LENGTH OF THE LENS USED, 4/
/* DX THE WIDTH OF A PIXEL, 4/
/ DY THE HEIGHT OF A PIXEL. /
/0 NX : NUMBER OF PIXELS IN A ROW, */
/* NY : NUMBER OF ROWS IN A FRAME. 4/

CONST
F-6.5E-3;
DY-3.6E-5;
DX-4.6E-5;
NX-248;
NYu244;

VAR

PX.PY.LXLY,XYZ,M:REAL;

IX.IY:INTEGER;

BEGIN
LX:zNX*DX;
LY:-NY*DY;
Z:a1.;

WHILE Z <- 2. DO
BEGIN

PAGE(OUTPUT);
WRITELN(' Z ',' X '.' IX '.

I Y '"' XY ');

M:-Z/F;
Y: --1.;

WHILE Y <- 1. DO
BEGIN

PX:-((X LX*M/2.)/(M+I))/DX;

IX:mROUND(PX);
PY:m((Y*LY*M/z.)/(M+I))/DY;
IY:wROUND(PY);
WRITELN(Z:1O:3.X:1O:3.IX:5,Y:1O:3.IY:5);
X:nX+O.O1:
Y:nY*o.oi;

END: /* END Y 0/
Z:az+0.1;
END; /* END Z 4/

END. / END OB2M .1
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